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Abstract

Historical recording media contain valuable information about their time. Restoring the sound
information to preserve the content of these media is a high priority for musea and archives
around the world.
In 2003 a team a the Lawrence Berkeley National Laboratory under the lead of Carl Haber
started to develop an optical scanner for mechanical sound carriers. The system named IRENE
allows contactless digitization of cylindrical media and disc recordings. One type of media that
remains problematic for the scanning process are delaminating lacquer discs. These discs are
made of an aluminum base plate coated with a thin layer of nitrocellulose lacquer, that tends to
lift from the base over time. This delamination process creates cracks in the disc surface, which
makes it hard to maintain focus during the scan.
Currently the focus is maintained by controlling the distance between disc and camera. This
thesis investigates a new method called focus stacking. In this approach the system determines
the minimum and maximum height of the disc and then scans over this range with a constant
spacing. In the resulting stack of images, every image contains parts of the disc in good focus.
Subsequently the stack can be fused into a single image with synthetic depth of field.
The feasibility of using focus stacking is proven through the first implementation. The method
provides a higher level of detail, especially in areas around cracks in the disc surface and could
improve the scanning process for delaminating lacquer disc in the future.
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1. Introduction

1.1. Context

The first known sound recordings were made by the French inventor Édouard-Léon Scott de
Martinville in 1857, over 158 years ago [1]. Since these days enormous collections of music, radio
broadcasts and other historical documents have been preserved on all kinds of media. Until the
advent of magnetic tape recordings in the 1940s mainly mechanical carriers were used to store
sound. Many of these are archived in libraries and museums due to their historical value.
The mechanical carries tend to be susceptible to damage, be it through environmental influences
or disintegration of the material itself. A great deal of these recordings can not be played back
anymore, because either the playback apparatus is not longer available or the mechanical stress
of the playback process would destroy the recording. This creates a demand for methods to
extract the sound information from these records without further damage.
In 2001 Stefano Cavaglieri from the Swiss National Sound Archives and Prof. Ottar Johnsen and
Prof. Frédéric Bapst from the School of Engineering and Architecture of Fribourg, Switzerland
presented the VisualAudio method to retrieve the sound from disc recordings using photography
[2]. For this purpose a picture of the whole disc is taken with an analog camera. The film is then
scanned and the audio can be extracted from the image through image processing and signal
processing methods.
Starting 2003 a team under the lead of Carl Haber at the Lawrence Berkeley National Laboratory
(LBNL) developed methods to extract the sound from a variety of different mechanical carriers
using an optical scanner in the IRENE project 1. In contrast to the VisualAudio method,
in IRENE the sound carrier is imaged directly by a digital scanner. Two separate processes
for scanning of cylindrical media or discs have been developed. In both cases the restoration
process takes place in two steps, first scanning of the medium and secondly extraction of the
audio information. For disc recordings the steps are represented by the IRENE 2D scanning
method based on a line scanning camera and the RENE software for audio extraction. Cylinders
are scanned with the IRENE 3D system using a 3D probe and the audio extraction is then made
with the PRISM software. Through the developed methods several valuable historical recordings
could be restored, including Scott de Martinville’s which were never played before.
Despite its impressive capabilities, there are still classes of records that present a challenge
for the current IRENE system. One of them are lacquer or acetate discs that suffer from
delamination [3]. These discs are build up of an aluminum or glass carrier plate coated with a
thin layer of nitrocellulose lacquer, which gives them their name. Many of these lacquer discs
suffer from aging effects which caused the coating to delaminate. Furthermore the material is
not designed for repeated playback.
In contrast to shellac and vinyl disc which are pressed, lacquer discs are recorded directly by
cutting the groove into the lacquer. That made them suitable for use in studio and field record-
ings and to archive radio broadcastings. The trade off for the possibilty of directly engraving

1The acronym IRENE was inspired by the American folk standard "Goodnight, Irene" and stands for Image,
Reconstruct, Erase Noise, Etc.
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1. Introduction

a groove is that these disc suffer from wear through the playback stylus very quickly. Lacquer
disc were in common use between the late 1930s and the late 1950s. As they were mainly used
for direct recordings only a single copy exists of many of them.

1.2. Problem

Lacquer disc often suffer from several aging effects which causes the nitrocellulose coating to
separate from the aluminum or glass base. The lacquer layer tends to give of softeners and dry
out over time. This results in delamination of the coating from the base material that often
occurs in the form of cracks or flaking of the lacquer and renders the disc unplayable [4]. If the
records are not stored under constant temperature, the delamination effect can be amplified by
the fact that the thermal expansion rate of nitrocellulose is about 4 to 6 times higher than the one
of aluminum [5]. The thermal stress can cause the surface to stretch and tear. The delamination
usually starts of with small cracks in the coating and can progress until the lacquer flakes of
the base in small pieces [3]. Through this aging process the disc surface becomes increasingly
uneven which makes it hard to maintain focus during the scan.
The depth of field of the optics currently used in the IRENE system is 28 µm [6]. Disc recordings
usually have a warpage that is way higher than this. Therefore IRENE uses active auto focusing
based an a laser displacement sensor. This system was designed to keep focus over slightly
warped disc but it is unable to adjust the depth of field fast enough if a large number of
discontinuities occur.
In 2013 Silvan Fischer developed a method to maintain focus over radial cracks that occur
in shellac discs [7]. The method is targeted at cases where the discs is broken into a small
number of relatively large pieces and is not well suited for the large number of small cracks
that delaminating lacquers show (see section 1.3 for a more detailed description). Therefore an
alternative method to generate focused scans of disc with a large number of small cracks has to
be found.

1.3. Previous Work

In the 12 years since the IRENE project started a considerable amount of people, many of them
students, have contributed to the IRENE project. For the sake of brevity this section only
mentions the works that are most important for this project.
The fundamental principles used in the IRENE project to extract the audio signals from the
image of a groove are described in the paper Reconstruction of Mechanically Recorded Sound
by Image Processing by V. Fadeyev and C. Haber in 2003 [8]. As the playback signal of disc
recording is proportional to the transverse velocity of the playback stylus this velocity has
to be determined. Therefore the lateral displacement of a virtual stylus is derived from the
shape of the groove. In the next step the stylus velocity is extracted from the displacement by
numerical differentiation. The paper furthermore contains a description of various noise sources,
the important physical characteristics of disc recordings as well as a proof of concept.
In 2013 Jeremy Singy addressed the problem of tracking grooves on damaged recordings during
his master’s thesis Cracked records with 3D/IRENE [9]. To be able to extract continuous audio
the grooves interrupted through cracks have to be re-linked before the audio extraction. Singy
developed software that assists the user by manually tracking the grooves across cracks. This
interactive tracking was then successfully tested on disc recordings as well as cylinders. Further-
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1. Introduction

Figure 1.1.: Laquer disc showing delamination (image source: [3])

Figure 1.2.: Crack in a section of a scan of a laquer disc
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1. Introduction

more he investigated the possibility of a fully automatic processing of cracked recordings.
Silvan Fischer developed a method to maintain focus across breaks in shellac discs in his master’s
thesis Restoring Cracked Early Recordings also from 2013 [7]. The method was targeted at cases
where the discs is broken into a small number of relatively large pieces and the cracks run in
roughly radial direction. The method detects crack in the disc by analyzing the output of the
previously mentioned laser displacement sensor. If a crack is detected the blurred region is
estimated and the scan is repeated with an adapted camera trajectory. The resulting multiple
scans are merged later in the audio extraction software. To track the grooves across the cracks
Fischer developed two relinking methods. A fully automated method suitable for disc with a
small number of cracks and a semiautomatic one where the user is assisted by the software for
relinking the grooves by hand.

1.4. Project Goal

The project aims to investigate the use of synthetic depth of field techniques to handle large focus
variation in the 2D scanning of disc recordings. The methods are an interesting research topic,
because they could enable the scanning of delaminated and cracked lacquer discs. If suitable
methods can be found, the final goal is to extend the current 2D scanning process consisting of
IRENE 2D for scanning and RENE for audio extraction with these new methods.
The detailed project goals are divided according to the two main parts of the project. The
first goal is to develop an acquisition system that acquires a stack of images with different focal
planes. In the second step an algorithm that can fuse the stack of images into one image with
synthetic depth of field needs to be designed. Finally if a suitable algorithm can be found, the
new method has to be integrated in the current audio extraction process.

1.4.1. Image Acquisition

IRENE 2D Upgrade

The acquisition method developed by Fischer relies on a camera that was replaced in the mean-
time. The reason for the replacement were issues with the image quality of the camera. To
enable the use of Fischer’s method with the new camera his code has to be updated to work
with the current hardware. Additionally this would allow a comparison of Fischer’s acquisition
method and the new to be developed one.

Study of Focus and Depth of Field

Before the acquisition system is developed the spacing of the scans has to be determined. There-
fore the depth of field of the optical system has to be known. That includes investigations on
how offset from the focusing distance affects the scan. A systematic study shall be conducted
to determine the depth of field of the current system as well as the influential parameters. If
possible the depth of field shall be determined theoretically as well as experimental.

Development of a New Acquisition System

The basic approach for the acquisition system is to take several images of the disc over a range of
height offsets, resulting in multiple scans with different focal planes. To determine the necessary

6



1. Introduction

scanning range the height variation of the disc has to be measured in the first step. Afterwards
a stack of scans over the range from minimum to maximum height is acquired. The image
acquisition system should be designed based on the current IRENE hardware. The output of
the image acquisition shall be a raw stack of images. The fusion of images will be done in the
RENE software.

1.4.2. Image Fusion

Literature Research

A variety of similar approaches are well established in in macro photography and microscopy
under the term focus stacking. Hence literature research for these methods should be done, to
gain an overview over the field and eventually identify methods that are suitable for processing
the scans.

Development of an Image Fusion Algorithm

An algorithm that creates a fused image with a synthetic depth of field from the stack of subscans
needs to be developed. A variety of different approaches should be implemented for evaluation.
Finally the most promising method has to be be identified for the integration in the RENE
software.

Computational Efficiency of the Image Fusion

Because of the high resolution of the scans the output images have usually a file size between
300 MB and 800 MB 2. Therefore a computationally efficient fusion algorithm is preferable to
keep the processing time in a reasonable range.

Integration of the Image Fusion in RENE

The algorithm shall be integrated in the current RENE software in such a way that the existing
audio extraction methods can be applied to the fused image. This way the wide portfolio of
existing groove tracking, relinking and audio extraction methods can be used together with the
new scanning method.

1.5. Thesis Boundary

The thesis is limited on disk like recordings that can be scanned with the IRENE 2D system.
For the development of the new scanning methods only lacquer discs will be targeted, as the
scanning process of these discs will probably benefit the most of the new method.
The image acquisition should be based on the current hardware setup of the IRENE system, no
additions to the hardware setup will be considered.

2The width of one pixel in the image correspond to roughly 0.5 µm on the disc surface, i.e. the resolution of the
scan is about 50’000 DPI. One image displays the surface of a 2 mm wide circular ring. Thus the scan of a
whole disc result in several 10 of GB of data.

7



1. Introduction

The functionality of the software will be proven by demonstration and evaluation of the output.
No dedicated test software will be developed during this project.

1.6. Risk Management

Table 1.1 contains the risk assessment for the project including strategies to mitigate the risks
and countermeasure to be applied if necessary.
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1. Introduction

1.7. Data Management and Version Control

Both projects IRENE 2D and RENE are currently each stored in a separate Git repository which
are hosted on Bitbucket 3. At the end of the project the new features should be integrated into
these existing repositories. The repositories are available at the following links:

• IRENE 2D: https://bitbucket.org/ireneteam/irene_2d
• RENE: https://bitbucket.org/ireneteam/rene

IRENE 2D contains mainly LabVIEW code stored in .vi-files, a proprietary binary format, which
makes branching and merging rather difficult. Therefore all changes on IRENE will be made
directly on the main branch. Presumably no one else will be working on the IRENE 2D code
during the course of this project, so the risk of conflicting commits is very small.
RENE is written completely in C#, thus the normal Git workflow can be applied without any
problems. A feature branch workflow, where every new feature is developed in new branch, is
used here. This workflow enables someone else to contribute to RENE during the course of the
project, while remaining a simple workflow [10].
All code developed solely for this thesis and the sources of the documentation are stored in
separate repository, which can accessed via the following link:

https://bitbucket.org/simonmarti/lacquerdiscsdaq

1.8. Report Structure

This report is divided into five parts, introduction and background, image acquisition, image
fusion and tests and conclusion. The first part contains the introduction, including the project
goals, a chapter about the historical context of the project as well as description of the current
IRENE system. The second part contains the IRENE upgrade, the result of the study to
determine the depth of field of the current system and describes the implementation of the new
control software for scans with multiple focal planes. The image fusion part gives an overview
over related work on the topic of focus stacking and deals with the implementation of the image
fusion algorithm. The last part explains the conducted test and their outcome and finishes with
conclusions and an outlook on further work.

1.9. Summary

The aim of this thesis is to investigate ways to handle the focus variation when damaged discs
are scanned. The search for alternative ways to handle the focus is motivated by the fact, that
lacquer disc suffering from delamination can not be scanned with the current IRENE system.
An acquisition system that takes several scans of the the disc with different focal planes shall
be developed. In a second step the scans will be merged into one single image with a synthetic
depth of field.

3Bitbucket is a hosting service for Git and Mercurial repositories (https://bitbucket.org/).
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2. Historical Background

"The first person to capture sound in the field was the ethnographer Jesse Walter Fewkes who,
on March 15, 1890, walked out into a field in Maine to record a Passamaquoddy Indian harvest
song. His medium was wax; his recording device of choice (there were no others at the time)
was an Edison wax cylinder, very similar to the Singer pedal sewing machine, in which one
drives a belt with repeated foot movement. Since that fateful day we have imprinted sound on
tin, wire, glass, acetate, and magnetic tape. Each of these media has its own set of problems:
impurities in manufacturing, innate poisons in the substances, exposure to air, and improper
storage conditions that lead to decay and rot. Ultimately the death knell is sounded for all of
these recordings." Mickey Heart, 2001 [11].

2.1. A Brief History of Sound Recording

The first know sound recordings were made by the French inventor and printer Édouard-Léon
Scott de Martinville [12]. In 1857 he received the French patent for his invention of the pho-
nautograph. The phonautograph consist of a horn to capture the sound waves, that are then
propagated over a membrane to a stylus. Through the movement of the stylus the sound is in-
scribed as fine lines onto paper covered with lamp black. The design is inspired by the anatomy
of the human ear. The horn, the membrane and the stylus are designed to simulate the ear
canal, the ear drum and the ossicles. However Scott did not intend to play back his recordings.
Instead his phonautograph was meant as method to analyze sound visually, inspired by the then
very young technology of photography [1]. It took more than 150 years until the recordings
of Scott were heard for the first time. In 2008 they were reconstructed by the First Sounds
collaborative using the technology developed in the IRENE project [13].
20 years after the invention of phonautograph, in 1877 Thomas Alva Edison invented the first
device that was also able to play back sound, the phonograph [15]. The first phonograph used
tinfoil that was wrapped around a metallic cylinder as recording medium. The sound is engraved
through a stylus that performs up and down movements into the tinfoil. Hence the sound is
encoded vertically as hills and dales of the groove.
The inventions of Emile Berliner initiated the transition to flat discs as medium. In 1887 he
patented the gramophone. The device is in essence a variant of the phonograph that uses a zinc
disc instead of a cylinder as medium. In contrast to the vertical encoding on the cylinders the
sound is engraved by horizontal movements of a stylus on the disc, i.e. the audio information
is encoded horizontally. The flat discs has the advantage that they can be produced in high
quantities with a lower price than wax cylinders and thus paved the way for the mass adaption
of sound recording.
Over time various kinds of materials have been used for flat disc recordings. The earliest discs
were made from hard rubber until around 1885 shellac compounds were introduced and became
standard. In 1931 the first commercially available vinyl discs were launched [17].
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2. Historical Background

Figure 2.1.: Extract of phonautograph recording of Au Clair de la Lune made by Édouard-Léon
Scott de Martinville in April 1860 (image source: [14])

Figure 2.2.: Thomas Edison with an early phonograph (image source: [16])
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2. Historical Background

2.2. Lacquer Discs

Sound can not be recorded directly to shellac or vinyl discs as they are produced in a molding
process using a stamp. Consequently there is a need for a medium on that sound can be directly
recorded and from which further copies can be produced later on. Between 1930 and 1950 lacquer
or acetate discs were the medium of choice for direct recordings. Before wax or aluminum discs
had been used for that purpose, but they have several drawbacks. Wax discs were used for
master recordings, but it was necessary to plate the disc and reproduce it in another material
to get a playable copy. Aluminum discs can be played back directly after recording, but they do
not offer a suitable audio quality for radio broadcasting [18]. Lacquer disc were the first medium
that offered both, instantaneous playback and high sound quality. Although the lacquer is not
robust enough for repeated playback, as it suffers quickly from wear through the playback stylus.
Eventually the upcoming magnetic tape recordings superseded the lacquer discs as medium for
direct recordings in the 1950s.
Lacquer disc consist of an aluminum plate covered with a thin layer of nitrocellulose lacquer.
During the Second World War glass was used for the base plates, due to the high demand
for aluminum for war efforts. The lacquer layer is so soft that sound can be recorded with a
recording machine that cuts a groove with a needle, but still so solid that it can also directly be
played. If additional copies were needed a metal negative, or stamper was produced in a two step
process. First the lacquer disc was covered with a thin silver coating. Subsequently the stamper
was created by electroplating nickel on the silver. With this stamper shellac or vinyl copies can
than be pressed. The combination of instantaneous playability and reproducibility made this
discs ideally suited for field or studio recordings or to archive radio broadcasts. Because of their
usage many remaining lacquer disc are one-off recordings [19].

Figure 2.3.: A PRESTO Model K recording machine that was used to cut lacquer discs in the
1930s (image source: [20])

2.3. Summary

The first know sound recordings were made by French inventor Édouard-Léon Scott de Mart-
inville in 1857, but there was no way to play them back. That changed with the invention of the
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2. Historical Background

phonograph by Thomas Alva Edison twenty years later, in 1877. The first phonographs used
wax cylinders as recording medium. With the advent of disc recordings around 1885 recordings
became affordable for mass production.
Lacquer discs were widely used for direct recordings between 1930 and 1950. The sound can be
directly recording by using a cutting machine and additional copies can be produced from the
lacquer if necessary.
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3. Current System

The following chapter describes the current scanning process for disc recordings. The process
consists of two steps which are implemented independently. In the first step a scan of the disc
surface is made with the IRENE 2D system. The system consists of the hardware setup as well
as the control software and the user interface. The output of the first step are image files. For
the second step, the actual audio extraction, these images are loaded into the RENE software.
RENE contains several different methods for tracking of grooves which allows to adapt the audio
extraction to the type and condition of the scanned disc.

3.1. IRENE 2D

3.1.1. Hardware

Keyence
Mirror

Objective

Light Source

Camera

Rotation Stage

Keyence Stage

X-Stage

Z-Stage

Figure 3.1.: IRENE hardware setup

The main parts of the IRENE hardware are a turntable where the disc is placed on, a line
scan camera and a linear axis to move the camera over the disc during the scan. Figure 3.1
gives an overview over the current IRENE hardware setup at LBNL. The X-stage is used to
move the camera over the disc during the scan. The Z-stage is necessary to adjust the distance
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3. Current System

between the camera and the disc surface to maintain focus while scanning. The Keyence laser
displacement sensor together with a mirror is used to measure the distance between camera and
disc surface. The Keyence stage allows to compensate for the offset between the camera and
the point where the displacement is measured (for a detailed description of the function of the
Keyence stage see section 3.1.3).
All moving stages are controlled by a Newport XPS motion controller which is connected to
the host computer through Ethernet. As host computer a generic PC that runs the LabVIEW
control software can be used. Table 3.1 provides the most important characteristics of the used
components.
TODO: (pictorial) schematic would be more useful

Controllers
Function Device Description
Motion controller Newport XPS-Q8 Motion controller for 8 DC servo motors with

additional 30 TTL inputs, 30 TTL outputs, 4x
14 Bit ADC and 4x 16 Bit DAC [21]

Actuators
Function Device Description
X-stage Newport XML210 Linear motor stage with 210 mm travel, 1 nm

resolution and 3 µm accuracy [22]
Z-stage Newport LTA-HS Motorized actuator with 50 mm travel, 0.1 µm

resolution and 15 µm accuracy [23]
Rotation stage Newport RV100BL Rotation stage with 0.0001◦ resolution and 0.01◦

accuracy [24]
Displacement
sensor stage

Newport LTA-HS Motorized actuator with 50 mm travel, 0.1 µm
and 15 µm accuracy [23]

Light source Lumencor SOLA SE
light engine

LED light source that produces white light
within a wavelength range of 380 nm to 680 nm.
Maximal intensity 3 W on a circle of 3 mm di-
ameter [25]

Sensors
Function Device Description
Displacement
sensor

Keyence LKG-157 CCD laser displacement sensor with a range of
± 40 mm and 0.5 µm accuracy [26]

Line scan camera Basler Racer
ral4096-24gm

Line scan camera with 4096 x 1 Pixel, Mono, 12
Bit resolution and a Pixel size of 7 µm x 7 µm [27]

Table 3.1.: IRENE hardware components for 2D scanning

3.1.2. Software

To control the whole acquisition process the LabVIEW based IRENE 2D scanning software is
used. It contains all necessary software to control the moving stages, the displacement sensor
and the image acquisition. IRENE 2D provides a GUI that allows the user to enter a description
of the scanned disc as well as to adjust parameters like the disc size, the number of samples per
revolution, the exposure time of the camera, the lighting intensity etc.
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3. Current System

Figure 3.2.: Screenshot of the IRENE user interface

3.1.3. Autofocus

The groove bottom on a lacquer disc has a size of around 10 µm. Thus an objective with a high
magnification is necessary to provide detailed images of the groove. The downside of such an
objective is the limited depth of field of only 28 µm [6]. That means that the distance between
the camera and the disc should not vary more than 28 µm during the scan, otherwise the image
will be blurry. As the disks can not be expected to be even on that scale a method to maintain
the focus during the scan is needed.
The distance between the camera and the disc surface for optimal focus is determined before
the scan with an autofocusing function. This function acquires a scan of 10’000 lines over an
angle of 45◦. During this scan the camera is moved over a distance of 0.5 mm on the Z-axis.
Afterwards the focus is estimated for every row of the image with the focus measure fIRENE
defined by equation 3.1. ∆2 stands for the first order finite difference with a step size of 2 of the
gray value g(x,y) of a pixel. This finite difference can be seen as indicator of sudden illumination
changes in horizontal direction like the ones that are created by sharp groove edges. µ stands
for the average of the finite difference over the line. Hence the focus measure can be described
as the standard deviation of the squared first order difference of the gray values.

fIRENE =

√√√√ 1
MN

M∑
y=1

N∑
x=1

∆2
2(x,y)−µ)2 (3.1)

µ= 1
MN

M∑
y=1

N∑
x=1

δ2
2(x,y) (3.2)

∆2 = g(x,y)−g(x,y+ 2) (3.3)

After the calculation of the focus measure the line with the highest measure is determined. The
optimal focus distance is the height offset corresponding to this line.
The drawback of this relative simple method is that it relies on an initial guess for the distance
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3. Current System

around which the optimal focus is then searched. This leads to situations where the autofocusing
function has to be run several times because the initial guess is to far off, e.g. after changes in
the hardware setup or the disc.
To maintain the focus during the scan an active focusing mechanism with a laser distance
sensor is used together with a linear stage to move the camera up and down. The Keyence laser
displacement sensor continuously determines the distance between the camera and the disc and
the camera position is controlled from that input.
The optimal position to measure the distance between camera and disc surface would be directly
at the imaging point. This is not possible, because the laser would interfere with the image.
Further it is not possible to mount the camera and the laser sensor close together, due to their
size. Instead a mirror is used to deflect the laser beam, to bring the point where the distance
is measured as close as possible to the imaged region. To compensate for the remaining offset
in Y-direction a linear stage is used, which moves the Keyence sensor and the mirror relative to
the X-stage. With every change of the scanning radius the position of the Keyence is adjusted,
so that the radius of the displacement sampling point and the imaging point remain equal (see
figure 3.3).

r
scanning

r
scanning

offset
X

offset
Y

imaging point

displacement sampling point

disc center

Figure 3.3.: Illustration of the adjustment of the Keyence position relative to the current scan-
ning radius. From the current radius and the Y-offset of the displacement measure-
ment point the X-offset is determined by offsetx = rscanning−

√
r2
scanning−offset2y

3.1.4. Trigger and Resolution

The camera is triggered directly through pulses generated by the rotary encoder of the rotational
stage. In this way it is possible to guarantee that the images are taken with a constant angular
distance, even if the rotation speed should fluctuate.
The trigger spacing, respectively the number of triggers per revolution is set depending on the
recording speed of the disc. Common recording speeds of disc are 331/3 rpm, 45 rpm and 78
rpm, but also other speeds were used. To achieve a decent audio quality and to make the
scans future proof for archiving the sampling rate is usually chosen to be 96 kHz or even higher
1. Table 3.2 contains the sampling rates that are used by the IRENE system depending on
the disc recording speed. It can be seen that the sampling rate varies, because the number of
triggers per revolution can not be chosen arbitrarily. The rotary encoder provides 300’000 pulses

1That is about twice the sampling rate of an audio CD of 44.1 kHz [28]
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per revolution. The trigger spacing is then derived from these pulses by integer multiplication
and division factors, which restricts the available sampling rates. Usually the closest available
approximation of 96 kHz is chosen.

Recording
Speed

Number of triggers
per revolution

Trigger spacing Sampling
Frequency

331/3 rpm 200’000 0.0018◦ 111.1 kHz
45 rpm 120’000 0,003◦ 90 kHz
78 rpm 80’000 0.0045◦ 104 kHz

Table 3.2.: Sampling rates of the IRENE system depending on the disc recording speed

3.1.5. Illumination

To illuminate the disc surface a LED light source is used. The light is fed into the optical system
via an optical fiber and a semitransparent mirror. This results in a very concentrated lighting
that is perpendicular to the disc surface as show in figure 3.4. When the light hits the even
parts of the disc surface it gets reflected back to the lens. On the contrary the light that hits
sloped parts of the surface gets reflected sideways and does not reach the lens. Therefore the
even groove top and bottom appear bright on the image and the slopes in between are dark.
The resulting hard edges in the image make it easy to track the course of the groove.

Figure 3.4.: Schematic representation of the
light emitted by the source
(blue arrows) and the light re-
flected by the disc (red arrows)

Figure 3.5.: Section of a scan of the MC101-3
laquer disc

Scanning Process and Mapping

The output of the line scan camera are images with 4096 pixel width and 1 pixel height. Once
a full revolution is completed these line scans are saved in an image, where every row represents
one line. Through this process a circular ring like portion of the disc surface gets mapped to a
rectangular image. Hence the groove that forms a spiral on the disc appears in parallel sections
on the image. If the groove was perfectly centered on the disc the groove sections on the scan
would appear perfectly straight. As this is usually not the case the groove contains a slight
curvature that is caused by the misalignment. This distortion does normally not affect the
audio as it has a very low frequency compared to the audio information. Figure 3.6 illustrates
the mapping of the groove. After a complete revolution the camera is moved in X-direction
towards the center of the disc and the acquisition proceeds. These steps are repeated until the
whole groove is scanned. To avoid losing parts of the groove, because they are cropped by the
image border the steps in X-direction are chosen a bit smaller than the actual image size. This
creates a slight overlap of the scans.
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Figure 3.6.: Groove mapping
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Figure 3.7.: Camera trajectory during three revolutions
(red: 1st revolution, green: 2nd revolution, blue: 3rd revolution)
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The rotation of the disc is never stopped throughout the whole scanning process and the camera
is continuously triggered. That also means that images are acquired during the movement of
the X-Stage which are not usable for the audio extraction. The line scans are usually stored
in blocks of 5000 as this is the buffer size of the camera. To compensate for the unusable lines
one extra block is added during the rotations to create a time slot during which the X-stage
can move. This extra block is discarded later before the image of the whole rotation is saved.
Adding an extra block also means that the angle where the X-stage move changes with every
rotation and therefore the starting point of the images do not match. This has to be corrected
by reordering the blocks before the image of one rotation is saved. Figure 3.7 shows the camera
trajectory during three revolutions.

3.2. RENE

3.2.1. Implementation

RENE is implemented in Visual C# and uses the Windows Forms library for the GUI compo-
nents. Despite the object oriented nature of C# the software is written in a procedural way.
Furthermore very little encapsulation is applied, most of the code is contained in a single file
which has over 9’000 lines of code. For this reasons the code is rather difficult to maintain.
TODO: Add class diagram

Figure 3.8.: Screenshot of the RENE user interface
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3.2.2. Processing Flow

The audio extraction happens in two steps. In the first step the image is downsampled in
vertical direction, usually by a factor of 20. On this binned version of the image the course of
the groove is then roughly determined. This first steps is necessary to reduce the search area
for the following audio extraction.
In the second step the position of the groove is determined exactly on the full resolution image.
From the groove position the trajectory of a virtual stylus is then determined. The audio
information can then be gained through a numerical differentiation of the trajectory. At last
filters can be applied to improve the quality of the audio signal before it gets stored as WAV-
File.

Start RENE

Chose image
to be processed

Load image

Create binned image

Track grooves

Extract audio

Apply audio filters

Write WAV file

[quit]

[continue]

Figure 3.9.: Processing steps of the audio extraction in RENE

24



3. Current System

3.2.3. Tracking Methods

A variety of tracking methods are included in RENE. Most of them are aimed at specific types
of recordings or conditions.

Old Track

The simplest tracking method named Old Track works by scanning the image in horizontal
direction. The grooves are identified by searching for local maxima on each line which correspond
to the white groove bottom. This method is based on the assumption that the grooves are
continuous, hence it fails if a crack occurs.

New Track

The New Track improves the Old Track method through following the tracks from top to bottom
of the image. First a start position is determined by searching for the local maxima on a line.
Then the groove is tracked by searching locally for the brightest point in downward direction.
If the bottom is reached the tracking starts again a the top of the image. Small breaks of the
groove, e.g. by dust particles, can be linearly interpolated, but the method fails as well if a
crack occurs.

Fourier

The Fourier method uses a Fourier transform of the image to determine the distance between
the grooves on the image. The grooves on a disc normally have a constant spacing which creates
a nearly periodic intensity distribution in horizontal direction. This pattern can be identified
by searching for the maximum frequency in the spectrum. The spacing of the grooves is then
estimated from the phase information of the maximum frequency. This method is usually very
robust but fails for the start and ending parts of the disc, when parts of the image are without
a groove. The method fails as well if a crack causes a horizontal shift in the groove.

Manual

The Manual tracking method relies on the user to track the groove and enter points on the
groove which are then connected by straight lines. It serves as backup method for especially
difficult cases when all other methods fail.

Interactive

The Interactive method was developed by J. Singy. The basic idea is to increase the efficiency
of the manual tracking while keeping the flexibility. For this purpose a magnified section of the
image is moved vertically over the image, similar to scrolling over an zoomed image. During the
process the user enters the horizontal position of the groove with the mouse. From this point
the exact position of the groove center is then determined by the software [9].
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Broken Track

This method was developed by S. Fischer and is especially targeted to relink tracks across breaks.
The method is based on a Canny edge detection to identify the edges at the top and bottom
of the groove. The edges are then tracked from top to bottom of the image. In the next step
grooves are the relinked automatically. For that purpose a Fourier transform of the groove is
made and the spectra of both ends are compared. The assumption herein is that that the audio
signal has a nearly constant spectrum for short periods of time. Therefore the ends with the
highest similarity in the spectrum are also the most likely to have been connected. In cases
where the method fails, e.g. because a high number of cracks are present, the cracks can also
be manually relinked [7].

3.3. Summary

The workflow for scanning disc recordings is currently implemented in two distinct steps. The
scanning of the disc is done with the IRENE 2D setup, which includes the scanning machine as
well as the control software. The output of the first steps are images of the disc surface which
are the feed into the RENE software for audio extraction.
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Part II.

Image Acquisition on Cracked and
Delaminated Discs
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4. IRENE 2D Upgrade

Silvan Fischer developed a acquisition method that allows to get scans with good focus even
when cracks in the disc surface occur [7]. The acquisition method named Crack Handler detects
the cracks by analyzing the output of the laser displacement sensor. If a crack is detected an
additional scanning round at the same radius is made. For this round the camera trajectory is
adapted to get the blurred portions of the previous scan in focus.
Unfortunately was the existing IRENE 2D software upgraded while Fischer worked on his thesis.
The previously used Dalsa Piranha P2-42-04K40 line scanning camera [29] was replaced by a
Basler racer ral4096-24gm which provides superior image quality [27] 1. This leads to the
situation that the Crack Handler method can not be used with up to date hardware and thus
was not in productive use since it’s implementation. Further is a fair comparison of the Crack
Handler with any new methods impossible at the current state of the acquisition software.
Therefore an upgrade of the Crack Handler method is necessary.

4.1. Feature Assessment

To perform the update in an efficient manner the differences between the two versions of the
IRENE 2D control software need to be identified. The differences in functionality will be grouped
in features which then can be divided into necessary and compulsory features. The focus of the
upgrade will be on the features which are necessary for a comparison with the to be developed
methods.
All differences can be found in the IRENE-Control-PX.vi file which holds the main control
sequence for the acquisition. The file contains two version of the acquisition control, the one
implemented by Fischer which detects cracks on the fly and the standard method. The following
sections describe the main differences between the two versions.

4.1.1. Camera API

The previously used Dalsa camera uses a camera link interface for the data transfer which
requires a dedicated interface card on the host computer [29]. The new Basler camera uses a
GigE vision interface that can be connected to a standard Gigabit Ethernet port [27]. The drivers
and interfacing VIs for both cameras are both part of the NI Vision Acquisition Software, but
the cameras need different drivers. Camera link can only be interfaced from the IMAQ driver,
while the GigE interface needs the IMAQ-dx driver [30]. Therefore the interfacing VIs need to

1The problem with the image quality of the Dalsa camera is caused by the use of two ADC taps to read out
the CMOS chip [29]. That means that every other pixel is connected two one of two separate ADC channels.
This configuration is chosen to speed up the readout process. Unfortunately the two channels never have the
exact same gain. That leads to a slight difference in brightness between two adjacent pixels, which is visible
as a stripe pattern in the image. The difference in brightness can be compensated by calibrating the gains of
both stages in the camera software. However the calibration could never be made exact enough to cancel out
the stripe pattern. Therefore it was decided to replace the camera.
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4. IRENE 2D Upgrade

be exchanged. The drivers differ slightly in their functionality, so the exchange is not just a
drop-in replacement and a few adaptions have to be made.

4.1.2. One Image per Revolution

Previous version of IRENE 2D stored the scans in images of 10’000 lines, due to memory
allocation limitations in older Windows versions. The exact number of 10’000 was chosen because
it is the maximal buffer size of the Dalsa camera. One scanning revolution can have between
80’000 and 200’000 lines, i.e. the scan for one revolution was divided into between 8 and 20
sectors.
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Figure 4.1.: Division of the scan into sectors (not to scale)

The number of images per revolution needed to be changed with the upgrade to the new camera.
The Basler camera has a smaller maximum buffer size of 7147 lines. As storing even more
images per revolution is impractical and the memory allocation issue has been overcome with
new Windows versions the image buffering was redesigned. The lines are now buffered in chunks
of 5’000 and then stored as a single image per revolution. 5000 lines was chosen because it
equals half the previous buffer size and made the upgrade of the software easier. The new way
to handle the images also made the reordering of the buffers necessary, which is explained in
section 3.1.5.

4.1.3. Motorized Keyence

The linear stage that is used to adapt the offset between the camera and the laser displacement
sensor was added to the IRENE setup after Fischer completed his thesis. The stage is necessary
to keep the point where the displacement between disc surface and camera is sampled and the
position of the camera on the same radius relative to the disc center (for a detailed description
of the working principle see section 3.1.3).
In the previous version of IRENE the displacement sensor had a fixed offset relative to the
camera. Consequently the displacement is not sampled at exactly the same radius as the image
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is taken. Instead the sensor is placed, so that it is one or several steps in X-direction inward of
the camera position (see figure 4.2). This way the displacement of the disc is sampled at least
one revolution ahead and is then stored in a buffer until it is needed for the adjustment of the
camera height.

Displacement 
Sampling Point

Imaging Point

X-Offset

Y-Offset

Figure 4.2.: Displacement sensor with fixed X-Offset

4.1.4. TIFF Format

The scans from IRENE where usually stored as bitmaps in the BMP format. Recently the
option to store TIFF images was added. TIFF was chosen because it allows to add metadata
to the image itself. This way information about the scan or the disc itself, e.g. illumination
intensity, the exposure time or the general condition of the disc, can be stored together with the
image data.

4.1.5. Categorization of Features

The exchange of the camera API is obviously necessary to run the new camera, so it has to be
considered a necessary feature.
As the buffer size of the new camera is lower than the previous one, the way the images are
saved has to be adapted in some way. Going with 5000 lines images does not make sense,
because it would double the amount of pictures per revolution and make handling the scans
more cumbersome and error prone. Therefore an update to one single image per revolution is
the way to go.
Although a new linear stage was added, the setup can still be run the old way with a constant
offset between Keyence and camera. The motorized Keyence could increase the accuracy of
the crack detection slightly, because it eliminates the error between the displacement sampling
and the imaging position. For the comparison with new methods this upgrade is not absolutely
necessary, as the improvement is probably low. Hence the motorization of the Keyence is
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considered a complementary feature.
The switch to TIFF files does not change the scanning process in any way. Consequently it is
not necessary for comparison of the methods and is considered a complementary feature.

4.2. Implementation

Because the Basler camera is already used in the standard scanning process, no new VI to
interact with hardware have to be designed. This makes the upgrade a straightforward process.
Both necessary upgrades, the new camera API and using only one image per revolution are
implemented.

4.3. Test

4.3.1. Test Setup

To make sure that the upgraded system works as intended, a broken disc is scanned. Because
Fischer broke the discs gradually during the tests a direct comparison is impossible. Therefore
another disc has to be used. Nevertheless, if a cracked disc can be scanned and the audio
extracted it can be assumed that the system works. For the test a shellac disc in good condition
with a single lateral crack is used (see figure ??). Three sections of the disc are scanned, the
outermost, the middle and the innermost part.
TODO: Add picture of the disc

4.3.2. Results

The disc could successfully be scanned. The lateral crack gets detected and the camera trajectory
is adapted for the second revolution in all sections.
The new scans with only a single image per revolution can be loaded into RENE without
any problems. The automatic re-linking of the grooves with the BrokenTrack method fails for
this disc. BrokenTrack has a range of parameter that can be adjusted to improve the results.
However, no working setting could be found for any section of the disc. Thus the audio extraction
can only be done through manual tracking of the grooves. Although a audio extraction with
BrokenTrack was not possible, the test shows that the upgraded acquisition system works as
intended.
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Figure 4.3.: Output of the automatic re-linking of broken tracks with the BrokenTrack method.
One can see that the automatic re-linking of the groove ends (green) and beginnings
(blue) produces inconsistent results.

4.4. Summary

In the first step of the upgrade process the differences between the current acquisition software
and the one implemented by Fischer are identified. In the following the features necessary to
use Fischer’s acquisition method with the new Basler line scanning camera are implemented.
Finally the upgraded acquisition method was tested successfully through scanning of a broken
shellac disc.
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5. Focus and Depth of Field

To determine which spacing should be used for the acquisition of focus stacked images the
depth of field of the image acquisition system has to be determined. The first section of this
chapter presents the theoretical relationship between the parameters of the optical system and
the depth of field and contains a theoretical estimation. The second part presents a serious of
measurements to determine the depth of field of the IRENE system.

5.1. Theoretical Estimation of the Depth of Field

The spatial resolution as well a the depth of field of a microscope can be estimated by calculating
the dimensions of the airy disc. The airy disc is the disc on which a point in the image is projected
on, caused by the diffraction of light. The height of the disc Z can be calculated as in equation
5.3. n is the refraction index of the medium, in the case of air n equals 1. λ is the wave
length of the light used and NA is the numerical aperture. The numerical aperture depends on
the half angle of the cone from which the objective collects light θ and the refraction index n
(see equation 5.2) [31]. The currently used Mitutoyo objective has a numerical aperture NA of
0.14 [6]. The Lumencor light engine produces white light that covers the range from 420 nm to
680 nm [25]. Thus the wavelength λ is assumed in the middle of this range as 550 nm. Using
this values Z equals 28 µm.

Z = nλ

NA2 = 1 ·550 nm
0.142 = 28 µm (5.1)

NA = n sinθ (5.2)

The estimation based on the airy disc provides a lower boundary of the depth of field of the
system, as it does not consider the resolution of the camera. The spatial resolution of the
camera is usually much bigger than the diameter of the airy disc, therefore some blur of the
image acceptable. In this case Berek’s formula as given by equation 8.4 can be used to estimate
the depth of field [32]. M is the magnification of the system, in this case 5. e is the smallest
distance that can be resolved by the detector, which equals to the pixel size of 7 µm in this
case [27]. Using the Berek’s formula the depth of field of the system is estimated as 38 µm.

Z = nλ

NA2 + n

MNA
e= 1 ·550 nm

0.142 + 1
5 ·0.147 µm= 38 µm (5.3)

5.2. Focus versus Added Noise

The purely optical estimation of the depth of field of the system does not provide any information
about how the audio extraction is influenced by the focus of the images. To get an idea of how
an offset from the best focus plane affects the audio an experiment is carried out.
The lead in groove of a lacquer disc is scanned with the current IRENE 2D system and then
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the sound is extracted from the scan. At first a scan at the best focus distance from the disk
is taken. Afterwards scans with both positive and negative height offsets from the best focus
are made. The lead in groove does not contain any sound information, therefore the extracted
sound can be seen as indication of the inherent background noise level introduced through the
imperfections of the disc and the audio extraction process. As the images of the grooves get
more and more blurry the probability of errors in the tracking process increases. Consequently
an increase of the overall noise level is expected. Besides that, an attenuation of the higher
frequency parts is expected, because the blurring of the image eliminates small features of the
groove.
A lacquer disc named MC-101-3 is used as test object. It has been used for similar investigations
before, because of its very good condition. Consequently the noise level from imperfections of
the disc, e.g. dust or scratches, should be minimal. The best focus distance from the disc is
determined with the fast focus function currently used in the IRENE 2D software (for a detailed
description of the focus measure see section 3.1.3). Figure 5.2 shows a section of a scan with
the start of the lead in groove on the left. The lead in section on the left appears completely
straight on the scan in contrast to the sections on the right containing audio information.

Figure 5.1.: MC-101-3 lacquer disc

To quantify the noise the signal RMS is taken over the whole frequency range of 0 Hz to 52
kHz. Only the silent part of the extracted sound, corresponding to the lead in groove, is used for
comparison. This way the spectrum is not biased through audio information. The audio analysis
is done in a Python script using the SciPy library for scientific computing [33] including the
modules NumPy for numerical calculations [34] and Matplotlib for graphical presentation [35].
Figure 5.3 shows the plot of the signal RMS in dB versus the offset in Z-direction. The RMS
of the signal is calculated for the first 2.4 s of the extracted audio files, which contain no audio
information. Between the best focus position and an offset of 20 µm the RMS stays roughly the
same. In the range between −10 µm and 40 µm the RMS increases less than 1 dB.
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Figure 5.2.: Lead in groove on the MC-101-3 lacquer disc

Figure 5.3.: Signal RMS of the lead in groove versus Z-offset from the best focus plane

Figures 5.4 and 5.5 show the waveform and spectrum for the Z-offsets of 0 µm, 80 µm and
−80 µm. The waveforms are normalized, so that they fit in the range of 0.0 to 1.0. To calculate
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the spectrum the audio files is splitted in chunks of 8192 samples over which a fast Fourier
Transform (FFT) is calculated. The spectrum for the whole 2.4 s is then calculated by averaging
the spectra of the chunks. The frequency resolution of the FFT is fr = fs

n = 104kHz
8192 = 12.7Hz,

with fs representing the sampling frequency. The spectrum shows that most of the added noise
occurs in the range 1 kHz. Around 20 kHz a dampening effect seems to occur that could be
caused through the blurring of the image, but this is speculative.
Figure 5.6 shows a comparison of the same section of the scans over different Z-offset. The first
two images with a negative offset appear blurred overall, where as the image with best focus in
the middle shows sharp edged on the groove bottom. The last two images with a positive offset
show less detail at the groove bottom but the groove top seems to be in better focus.
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Figure 5.4.: Signal waveform of the lead in groove for 0 µm, 80 µm, −80 µm offset from the best
focus plane

Figure 5.5.: Signal spectrum of the lead in groove for 0 µm, 80 µm, −80 µm offset from the best
focus plane
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5.2.1. Aperture

As it can be seen from equation 5.3 the depth of field is inversely proportional to the squared
numerical aperture. Consequently it should be possible to increase the depth of field the system
by decreasing the size of the aperture. This relation becomes obvious on a pinhole camera which
has theoretically an infinite depth of field. To investigate the possibility of increasing the depth
of field with a smaller aperture an aperture with variable size is added in the optical path after
the objective. With this setup the depth of field experiment is repeated with different aperture
settings.
A smaller aperture comes with the drawback that the amount of light that reaches the camera
is reduced. This can be compensated by increasing the illumination intensity or the exposure
time. Increasing the the illumination intensity can be done easily, but the approach is limited
by the power of the light source. When the illumination is set to the maximum value the only
option is to increase the exposure time. Currently the scanning speed of the system is mainly
limited by the necessary exposure time, therefore any increase in exposure time would increase
the scanning time.
Theoretically the necessary increase of the illumination intensity or the exposure time should be
proportional to the decrease in aperture area. If the aperture diameter is decreased from 12 mm
to 10 mm the area decreases by 40%, i.e. the necessary increase in illumination intensity should
be 40% as well. In practice that does not hold true, to get images with comparable brightness the
the illumination has to be increased more than expected. Therefore the illumination intensity
and exposure time settings are chosen empirically through comparison of the output images.
Table 5.1 shows the different settings used for every aperture diameter.

Aperture Diameter Illumination Intensity Exposure Time
12 mm 50% 100 µs
10 mm 100% 100 µs
8 mm 100% 200 µs

Table 5.1.: Illumination time and exposure time settings used with different aperture diameter

Figure 5.7 shows the signal RMS vs. the offset from the best focal plane for all aperture values.
Reducing the aperture from 12 mm to 10 mm reduces the noise slightly but the illumination
intensity has to be doubled. A further decrease of the aperture diameter does not further
decrease the noise.

5.3. Conclusion

The smallest increase in amplitude of a sound that can be perceived by humans, called the
just-noticeable difference (JND) is around 1 dB [36]. In the range from −10 µm to 20 µm the
Signal RMS changes less than 1 dB. This would allow for a distance of 50 µm, although not
symmetrical. As the value at −20 µm with 1.15 dB difference is still close to the 1 dB limit, the
spacing for the scans is set to 40 µm, which seems to represent a good middle ground between
signal quality and the size of the image stack. The depth of field of 40 µm is also backed by the
theoretical estimation in section 5.1 which lead to 38 µm.
The high increase of the illumination intensity necessary to maintain the brightness of the image
makes the additional aperture impractical. The MC-101-3 disc used for the test is in very good
condition and therefore it can be scanned with a relatively low lighting intensity. However most
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(a) (b)

(c)

(d) (e)

Figure 5.6.: Comparison of scans with different Z-offsets ((a) −40 µm, (b) −20 µm, (c) 0 µm, (d)
20 µm, (e) 40 µm)
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Figure 5.7.: Signal RMS of the lead in groove versus Z-offset from the best focus plane

of discs require higher settings to get good results. With a smaller aperture there would be no
room to increase the intensity if the disc is in bad condition. Increasing the exposure time and
hence increasing the scanning time would be the only option, which is undesirable.

5.4. Evaluation of Focus Measures

A focus measure is basically a method to caluclate the likelyhood for a pixel beeing in good
focus. The experiment described in this section is carried out to get an idea how some widely
used focus measures behave relative to the offset from the best focal plane. In hindsight of the
image fusion the accuarcy and the selectivity of the focus measures are especially important.
Accuracy means how precise the focus measure indicate the best focal plane. The selectivity is
how well the measure differentiates between in focus and out of focus images.

5.4.1. Test Target

As mentioned previously lacquer disc usually have a warpage. Furthermore the distance between
groove top and bottom is usually around 70 µm. Overall lacquer disc can not be considered flat
and are therefore not well suited as test objects. Instead an optical test target made from glass
with a test pattern consisting of fine black lines is used as test object [37]. Figure 5.8 shows the
used test object.

5.4.2. Acquisition

To get a stack of scans from the test object the existing autofocus VI is modified. The stack
consists of 250 images which are acquired over a scanning range of 500 µm with 2 µm spacing.
Each image has a width of 4096 and a height of 1000 pixels. Figure 5.9 shows an example from
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Figure 5.8.: R1L3S10P test target from Thor Labs (image source: [37])

the stack of images. The 1000 lines are acquired at a radius of about 180 mm with an angular
step of 0.0045◦. That leads to a pixel size of about 14 µm in vertical direction compared to about
0.5 µm in horizontal direction. Therefore the test pattern appears squeezed in vertical direction
compared to image 5.8. The slight bend of the lines in the pattern is caused by the circular
movement of the camera.

Figure 5.9.: Image taken from the R1L3S10P test target

5.4.3. Focus Measures

Based on the paper from H. Mir, P. Xu, and P. van Beek [38] several focus measures are chosen
for evaluation. The focus measures can be categorized into families according to their basic
working principle. The families are first order derivative, second order derivative, histogram,
image statistics and correlation. The best performing measure from each family is chosen, except
Vollath’s F4 which is chosen on the high number of recommendations in other papers [39, 40].
The following sections describe the used focus measures.

Brenner

The Brenner measure belongs to the category of the fist order derivative based focus measures.
The idea behind these measures is that a in focus image contains sharp edges. These sharp edges
lead to to high derivative values which are taken as indicator of focus. The Brenner measure is
based on the first order finite difference of the gray levels in horizontal direction [38]. To get the
focus measure for a given image, the sum of the squared difference is calculated as in equation
5.4. g(x,y) denotes the gray level of the pixel at position (x,y).

fBrenner =
M∑
y=1

N∑
x=1

(g(x,y)−g(x−2,y))2 (5.4)
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Sobel

The Sobel focus measure belongs as well to the category of first order derivative based measures.
It uses the well know Sobel gradient operator to identify sharp edges in the image [38]. The
Sobel operator combines the differentiation with smoothing through the emphasis of the center
point [41]. The operator computes first the horizontal and vertical gradients Gx and Gy through
convolution of the image I with a 3 by 3 kernel (see equation 5.5, 5.6) [42].

Gx =

−1 0 +1
−2 0 +2
−1 0 +1

∗ I (5.5)

Gy =

−1 −2 −1
0 0 0

+1 +2 +1

∗ I (5.6)

The gradient image is then obtained by calculating the magnitude as in equation 5.7.

G=
√
G2
x+G2

y (5.7)

After the edge detection the squared sum over all pixels is taken to calculate the energy of the
gradient (see equation 5.8). In some applications a threshold is applied to the gradient image,
to suppress low gradient values. These variant of the Sobel focus measure is usually referred as
Tenegrad after J. M. Tenenbaum [40].

fSobel =
M∑
y=1

N∑
x=1

G(x,y)2 (5.8)

Laplacian

The Laplacian focus measure is based on the second order derivative of an image. It can also
be used as indicator of focus analog to the first order derivatives [38]. The operator can be
described as the convolution of the Image with a 3 by 3 kernel as in equation 5.9 [41].

L=

−1 −1 −1
−1 +8 −1
−1 −1 −1

∗ I (5.9)

Again the focus measure is calculated as sum of the square of every pixel (see equation 5.10).

fLaplacian =
M∑
y=1

N∑
x=1

L(x,y)2 (5.10)

Histogram Range

This measure is base on the assumption that a image with good focus shows a wider spread
in the histogram [38]. First the histogram h(k) of the image is calculated. The focus measure
is then simply the difference between the maximum and the minimum of the histogram as in
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equation 5.11.

fHistogram =max{h(k)}−min{h(k)} (5.11)

Normalized Variance

The normalized variance belongs to the focus measures based on image statistics. The basic
assumption is similar to the range of the histogram, that a sharp images shows a wider distri-
bution of the intensity values [38]. As the name implies the measure is based on the calculation
of the variance of the pixel intensities as in equation 5.12.

fV ariance = 1
MNµ

M∑
y=1

N∑
x=1

(f(x,y)−µ)2 (5.12)

Vollath’s F4

Vollath’s F4 is a focus measure based on autocorrelation. The family of correlation based
focus measures is, like the derivative based ones, built on the assumption that a in focus image
contains sharp edges. The sharper the edges in the image are, the narrower will be the peak
of the autocorrelation. Hence the output value of the autocorrelation can be used as a focus
measure. Equation 5.13 shows the calculation of Vollath’s F4 measure. It uses the difference
between two autocorrelations, one with a shift of 1 and one with a shift of 2. The focus measure
is then the sum over these differences [38].

fV ollath F4 =
M∑
y=1

N−1∑
x=1

f(x,y)f(x+ 1,y)−
M∑
y=1

N−2∑
x=1

f(x,y)f(x+ 2,y) (5.13)

IRENE measure

For comparison the focus measure that is currently used for the autofocusing mechanism in
IRENE 2D is implemented as well. It can be seen as a combination of a first order derivative
with statistical methods, as it uses the variance of the first order derivative. It is described in
detail in section 3.1.3.

5.4.4. Implementaion

The focus measures are implemented in Python. To speed up the implementation the OpenCV
Library [43, 44] is used for the image processing and the NumPy package for the numerical
calculations [34].

5.4.5. Conclusion

Figure 5.10 shows the output values of the focus measures over the whole stack of images.
With the exception of the histogram range all measures show a easily identifiable maximum and
monotonic rise, respectively fall of both sides of the maximum. The histogram range does not
show a clear candidate for the best focus plane at all. The Sobel measure and the variance do
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not point to the same position as the other measures. The best focus position for the Sobel
and Variance measure is at 4.624 mm, where as Brenner and Vollath’s F4 point to 4.638 mm.
That is a difference of 14 µm. The IRENE measure points to 4.640 mm, which is only a 2 µm
difference to Brenner and Vollath’s F4. Brenner, Vollath’s F4 and the IRENE measure all have
in common that they only work in horizontal direction which seems to lead to better results.

Figure 5.10.: Focus measures calculated over a stack of images taken from the test target

5.5. Summary

The depth of field of the current IRENE system can be theoretically estimated to be about
28 µm. In practical experiments the noise in the extracted audio increases significantly when
the offset from the best focus distance exceeds 40 µm, respectively −10 µm. According to the
measurement results the spacing of the focus stacked scans will be set to 40 µm.
The evaluation of focus measures shows that measures that work only in the horizontal direction
lead to better results.
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6. Acquisition of Focus Stacked Images

In the current IRENE 2D acquisition system the Z-position of the camera is controlled from the
output of the displacement sensor, so that the camera stays in optimal focus distance to the
disc (see figure 6.1). The optimal focus distance is determined in advance with an autofocusing
function (for a detailed description of the current system see section 3.1.3).
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Figure 6.1.: Current acquisition method with tracking of the camera
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Figure 6.2.: New focus stacking acquisition method

The system performs well if the disc surface is smooth. However if a break occurs the camera
position can not be adjusted fast enough, due to mechanical limitations of the linear stage and
the camera weight. This results in a blurred area after the crack (see figure 6.3).
The new acquisition method aims to avoid this problem by taking a stack of images with different
focal planes. The disc gets scanned over the range from minimum to maximum height with
constant spacing of the scans (see figure 6.2). The idea is, that in the end every scans contains
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parts of the disc surface in good focus (see figure 6.4). This stack of scans is then merged into
one image with good focus everywhere in the next processing step.
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Figure 6.3.: Behaviour of the tracking method when a crack occursφ
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Figure 6.4.: Behaviour of the focus stacking method when a crack occurs

The stack is acquired revolution by revolution, i.e. the Z-stage is moved after every rotation while
the radius remains constant until the whole stack for a certain radius is acquired. Afterwards
the scan moves to the next radius. As only the Z-stage is moved during the acquisition of the
focus stack, the chance of alignment errors in the X-Y-plane of the image is minimized. This
eliminates the need for a registration of the images in the image fusion software.

6.1. Scanning Range

In order to set the scanning range the maximum and minimum height of the disc have to be
determined. As a focus stack is acquired for every radius separately, it is only necessary to
determine the maximum and minimum height for the next radius and not the global ones.
The height profile of the disc is scanned with the Keyence displacement sensor. The sensor is
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positioned so that it is always one step in radius ahead of the camera. Thus the maximum
and minimum height for the next step can be determined during the acquisition of the focus
stack. This way no extra revolutions are necessary, except for the very first stack, where one
pre-scaning round is necessary to determine the range before the scan starts.
If the laser beam of the Keyence sensor is scattered, e.g. through a crack or particles on the disc
surface, the sensor output value is set to the minimal value of -0xFFFFFF. These outliers need
to be filtered out of the measurement data, otherwise the scanning range can not be determined
correctly. In the current system this is done by simply clipping all values above or below a ±5
mm range. For the acquisition of the height profile the same filter is used and the clipped values
are replaced with the last valid measurement.

6.2. Disc Warpage

The warpage of the lacquer discs is expected to be in the range of several 100 µm, because of the
rigid base material. Consequently the new acquisition system is designed without any tracking
of the disc surface. This has the advantage of simplifying the acquisition process.
However, if the height of the cracks is much smaller than the warpage this method is inefficient,
as the stack will be a lot bigger than actually necessary to get the cracks in focus. If that should
be the case for most discs, the acquisition could be extended with a method to adapt the camera
trajectory to the overall shape of the disc, e.g. by using a polynomial fit of the height profile to
control the Z-axis.

6.3. Implementation

The new acquisition control software could be derived from the existing one. The main differ-
ences are that no tracking of the disc surface is used and several revolutions at the same radius
have to be done to acquire the focus stack. Because there are no changes in the way how the
hardware is operated many of the existing VIs could be reused, which makes the implementation
rather easy.
TOOD: mention interface changes

6.4. Summary

The new acquisition system acquires a stack of images with a constant spacing for every scanning
radius from the minimum to the maximum height of the disc. The scanning range is determined
before the acquisition with the Keyence laser displacement sensor.
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Part III.

Fusion of Images with Multiple Depths
of Field
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7. Related Work

Using a stack of images to enhance the depth of field of a microscope with image processing
methods is not a new idea. The method was first described in 198 by R. J. Wall et al. [45].
Valdecasas et al. gives an overview over the variety of approaches that have been proposed in the
literature since then [46]. The basic approach is always the same. In the first step a likelihood
for being in focus is calculated for each pixel in every image in the stack. The final image is
then assembled by taken the pixel with the highest measure from the stack.
Based on the nature of the likelihood function the fusion methods can be divided into three
categories, pixel based, region based and frequency domain based algorithms. In the pixel based
approaches the decision which pixel is used for the final image is made individually for each pixel.
In the region based approaches the decision is made on the level of subparts of the image instead.
Most focus measures utilize the fact that the focus of an image can be identified by looking at
the high frequency content. If the focus is lost small features will become invisible due to the
defocus blur, which is equivalent to a loss of high frequency information in the image. That
means that the image or a region with the most high frequency content is likely the one with
best focus. Pixel and region based approaches use spatial filters to identify the high frequency
content. The frequency domain methods use filters in the Fourier or wavelet domain instead.
The following sections provide an overview over different approaches. Because of the vast number
of publications on the topic, the literature research can not be seen as extensive in any way.
Thus the cited papers are chosen as examples for different approaches and may not necessarily
reflect the state of the art.

7.1. Pixel Based Methods

R. J. Pieper and A. Korpel describe basic algorithms for pixel based fusion [47]. One of the
approaches is to use the pixels with the maximal or minimal intensity from the stack. The
assumption herein is that the gray level of the pixel tends to get closer to the average intensity
when it goes out of focus. The idea becomes clear when one thinks about a black dot on a
white background. If the dot gets out of focus it will become more and more gray, as it blends
together with the background because of the defocus blur. To determine if the maximum or
minimum has to be used for the final pixel, the decision is made based on the difference between
the average and the extrema. If the stack of images is relatively large the average intensity
I(x,y) will be close to the defocused value. Therefore the value as far apart as possible from the
average should be closest to the in focus value. The function Q(x,y) in equation 7.1 is used to
decide if the minimum or maximum should be used. If Q> 0 the maximum is used, otherwise
the minimum.

Q(x,y) = |Imax(x,y)− I(x,y)|− |Imin(x,y)− I(x,y)| (7.1)

Another approach is to use a difference operator similar to the Brenner or Sobel focus measure
in section 5.4.3. In this case the nondirectional difference operator in equation 7.2 is used. After
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the calculation of the measure, the pixel with the highest measure is then chosen from the stack.
This method becomes very sensitive to noise in regions that do not contain high frequency
information like plain areas. To compensate for that, the average of all pixels in the stack is
used, if the derivate is below a certain threshold.

fPieper(x,y) = |g(x−1,y+ 1)−g(x+ 1,y−1)|+ |g(x+ 1,y+ 1)−g(x−1,y−1)|
+|g(x,y+ 1)−g(x,y−1)|+ |g(x−1,y)−g(x+ 1,y)|

(7.2)

H. A. Eltoukhy and S. Kavusi propose a more sophisticated pixel based fusion approach that is
tuned towards computational efficiency [48]. They use the focus measure described in equation
7.3. This method deals with plain areas by averaging the focus measure over a N x N neigh-
borhood, to incorporate the surrounding pixels in the focus decision (see equation 7.4). This
processing step can be implemented simply by convolution of the focus measure image with a
N x N kernel with all values set to 1. For the decision which pixel should be used a sigmoid
function is then applied to the focus measure (see equation 7.5). The proposed algorithm is
aimed at situations were only two images gi(x,y) and gj(x,y) need to be fused. Therefore the
final gray value can be calculated as linear combination of the two pixel values as in equation
7.6.

fEltoukhy(x,y) = |g(x,y)−g(x−1,y)|+ |g(x,y)−g(x,y−1)| (7.3)

f̃Eltoukhy(x,y) =
M/2∑

y=−M/2

N/2∑
x=−N/2

fEltoukhy(x,y) (7.4)

f̂Eltoukhy(x,y) = 1
1 +e−βf̃Eltoukhy(x,y)

(7.5)

gfused(x,y) = f̂Eltoukhy(x,y)gi(x,y) + (1− f̂Eltoukhy)gj(x,y) (7.6)

7.2. Region Based Methods

H.-S. Wu, T. Kwok and Y. Wang introduce an approach that instead of evaluating the focus for
every single pixel uses rectangular blocks [49]. The subimages are high-pass filtered by applying
a gaussian low-pass filter and subtracting the output from the original image. Then the energy
of the block is calculated through squaring and summation. Finally the block with the highest
energy is chosen for the final image.
S. Li, J. T. Kwok and Y. Wang present a similar approach but use the spacial frequency as
defined in equation 7.9 as focus measure [50]. The method is again aimed at situations were
only two images are merged. After the calculation of the focus measure the decision which
blocks should be copied to the final image is made. If the difference between the measure of
two block exceeds a certain threshold, the block with the higher image is used. Otherwise the
average of two blocks is copied to the final image. The purpose of the threshold is to make the
method robust against noise in areas with low high frequency content. To further increase the
robustness a majority filter with a window size of 3 x 3 pixels is used. Majority filtering means,
that every block is set according to the majority of the 8 surrounding blocks. If for example
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block is set to image 1 but the majority of the surrounding blocks are set to image 2, then the
block will be set to image 2 as well.

frow =

√√√√ 1
MN

N∑
x=1

M∑
y=2

(g(x,y)−g(x,y−1)) (7.7)

fcolumn =

√√√√ 1
MN

M∑
y=1

N∑
x=2

(g(x,y)−g(x−1,y)) (7.8)

fspatial =
√
f2
row +f2

column (7.9)

W. Huang and Z. Jing present an evaluation of different focus measures for block based image
fusion methods [51]. The compared measures are variance, Tenengrad, Laplacian (for all three
see section 5.4.3), spatial frequency and sum modified Laplacian (see equation 7.11). The sum
modified Laplacian focus measure uses the absolute values of difference to avoid cancellation of
positive and negative values (see equation 7.10). T is a threshold value similar to the one used
in Tenengrad. In the tests only two source images are used. The blocks are only chosen based
on the focus measure values, no additional filtering is applied. The bottom line of the evaluation
is that the sum modified Laplacian provides the best quality of the output images.

ml(x,y) = |2g(x,y)−g(x−1,y)−g(x+ 1,y)|+ |2g(x,y)−g(x,y−1)−g(x,y+ 1)| (7.10)

fSML =
N∑
x=1

M∑
y=1

ml(x,y) for ml ≥ T (7.11)

The regions used for the evaluation of focus measures do not necessarily be simple geometrical
shapes. S. Li and B. Yang present an approach that is based on segmentation of the image in
regions with high similarity [52]. In the first step the average of the to fused images is used to
construct regions using the normalized cuts algorithm. After the construction of the regions the
focus for each of them is determined by calculation of the spatial frequency. The regions with
the highest spatial frequency are then copied to the fused image.

7.3. Frequency Domain Methods

As already mentioned the focus of the image can be determined by looking at the high frequency
content of the image. Consequently one could use a Fourier transform and look at the spectrum
of the image to determine it’s focus. However, the Fourier transform does not provide any infor-
mation were the sharp feature in the image reside, which makes it unsuitable for image fusion.
This problem can be solved by using a Wavelet transform. The Discrete Wavelet Transform
(DWT) is one of the standard methods to fuse images from different sensors and it can also be
used to fuse focus stacked images. DWT was applied to multi-focus image fusion for the first
time by H. Li, B. S. Manjunath and S. K. Mitra [53].
Like the Fourier Transform, the wavelet transform is a complex mathematical tool and giving
a detailed description is out of scope of this thesis. Introductions to the topic can be found for
example in the tutorials by R. Polikar [54] and C. Valens [55]. The basic idea of the Wavelet
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transform is to convolute the signal with brief oscillating functions instead of infinite periodical
ones, as in the Fourier transform. In the continuous case the Wavelet Transform can be described
as the convolution of the signal with scaled and dilated versions of the Wavelet function ψ(τ,s)
(see equation 7.12).

Ψt
x(τ,s) = 1√

|s|

∫
x(t)ψ∗

(
t− τ
s

)
(7.12)

In signal processing applications the DWT is often implemented as filter bank. The discrete
signal s[x] is filtered with a low-pass filter wlow[x] and high-pass filter whigh[x] like in equations
7.13 and 7.14.

thigh[k] =
∑
x

s[x]whigh[2k−x] (7.13)

tlow[k] =
∑
x

s[x]wlow[2k−x] (7.14)

The output of the lowpass filter is then downsampled and feed again into the same filter bank.
This process can be repeated until the lowest desired resolution is reached. This allows a
multi-resolution analysis of the image using a minimal number of filters. In image processing
applications the filters are first applied to the columns then to the rows, which creates the
directional high-high hd(x,y), high-low hv(x,y), low-high hh(x,y), and low-low h(x,y) outputs
(see figure 7.1).
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Figure 7.1.: Block diagram of a filter bank for 2D wavelet transform

The DWT based image fusion algorithm proposed in [53] works as follows. In the first step the
DWT is calculated for both images. In the second step the larger absolute values from both
sets of coefficients are chosen. From this fused coefficients the inverse DWT is then calculated.
Various improvements of this approach have since been proposed, see for example [56,57].
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(a) Input image (b) Output coefficients

Figure 7.2.: Example of a 2 stage discrete wavelet transform
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8. Design of the Image Fusion Algorithm

For the evaluation of several approaches for the fusion algorithm a simple GUI is implemented
in C#. The idea is to evaluate several algorithms on a small test image without having to deal
with 300 MB to 800 MB images. As test image a section of a lacquer disc recorded in 1946
by the John Wolohan Orchestra (further referred as John Wolohan disc) is chosen, because it
shows the typical patter of deterioration of the lacquer coating (see figure 8.1).

Figure 8.1.: Recording of the John Wolohan Orchestra made on October 8, 1946

8.1. Evaluation of Fusion Algorithms

A section of 4096 x 8192 pixels from the scan is used as test image. This section of the scan
is chosen because it shows a very large height variation of about 1000 µm. That means that in
order to create a fused image with good focus regions of all 33 image in the stack need to be
fused. This gets especially clear when one looks at images from the bottom and the top of the
stack 8.2.
One problem in the design of the image fusion algorithm is, that the images can not be just
compared against a target image. Obviously the output should contain the in focus regions from
every image, but how the border regions should look like is not clear. One method is to compare
with the image that shows the either side of the crack at a time, but this is cumbersome and
does not provide an overall impression of how a well merged image should look like. Therefore a
small part of the test image was merged using the GIMP image manipulation software to create
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a mock-up. Figure 8.2c shows the mock-up which consist the images 8 of 33 at the top and 32
of 33 at the bottom of the crack.

(a) Test image 8/33 from the stack (b) Test image 23/33 from the stack

(c) Images 8/33 and 32/33 merged using GIMP (d) Test image section scanned with the tracking ac-
quisition method

Figure 8.2.: Test images

The approach for the evaluation of fusion algorithms is to start with simple algorithms and the
proceed to more sophisticated ones until a satisfactory solution is found. This way chances are
high that a solution with low complexity can be found that then can be optimized to work with
the large images. To ensure comparability of the output of the different algorithms the Brenner
focus measure, respectively the squared horizontal first order difference was used in all cases.
The first step of an image fusion algorithm is usually a registrations of the images. In this case
this can be omitted because the acquisition produces well aligned images (see chapter ??).
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8.1.1. Average Image

The simplest approaches for image fusion is to create an average image by adding all images of
the stack. This approach was successfully used to fuse small parts of two scans by Fischer [7].
Although his work shows that the result quality of the fused image decreases rapidly if the
number of images is increased. This method is suitable to get an overview over the content of
the whole stack but all sharp edges get blurred through the averaging process.

Figure 8.3.: Detail of the average image

8.1.2. Minimum and Maximum Image

The groove bottom appears normally as white line when in focus and grays out when the focus
is lost. Therefore it should be possible to extract the groove bottom by searching the maximum
of each pixel in the image. In contrast the sides of the groove appear black when in focus and
become narrower when the focus is lost. This thinning out of the groove sides is caused by the
high camera gain that is normally used for the acquisition. When the focus is lost the edge of the
groove side get blurred and appear therefore in a gray. Through the high gain these gray areas
are saturated into white, what makes the groove edges appear narrower. Because the groove
sides appear the widest in the in the image with best focus, the groove sides should appear in
focus in the minimum image. If it is possible to extract the the groove bottom separately in
the minimum and maximum image, both images could be fused with a method similar to the
decision function propsed by [47]
Figure reffig:MaxImage shows the minimum and maximum image computed from the test stack.
The groove sides are extracted nicely in the maximum image. Unfortunately the groove bottom
is not well preserved in the maximum image, mainly because the groove sides are completely
blurred. Hence the contrast between groove side and bottom is lost. The same happens in the
image fused using the decision function propossed in [?] (see also section 7.1). The groove sides
are preserved well but the groove bottom is only vaguely visible. In sum this method does not
look very promising and is hence not investigated further.
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(a) Maximum Image (b) Minimum Image

(c) Image fused using Pieper decision function

Figure 8.4.: Minimum and maximum based approaches
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8.1.3. Region Based Fusion

Another simple approach to fuse images is to divide the image into regions and chose the image
with best focus for each region. This can be done by calculating a focus measure for each region
and then choosing the region with the highest measure from the stack.

Tile Fusion

A straightforward approach for partitioning the image is to divide it into rectangular sub images,
in the following called tiles. To fuse the images the focus measure for all tiles for each image in
the stack have to be computed. Then for each region the tile with the highest measure needs
to be identified. The corresponding index is then saved in an array, called fusion map. Finally
the tiles are copied into the fused image according to the fusion map. Similar approaches have
been proposed in [49] and [50] (see section 7.2).
This approach works relatively well if the size of the rectangles is chosen bigger than the width
of the groove. The example in figure 8.5a shows the result of a tile fusion with a tile size of 256
x 256 pixel. The image has a good focus overall, but the borders between the tiles are visible at
some places. These discontinuities could lead to artifacts in the audio.
If the tile size is lowered to 64 x 64 pixel some of the tiles do not contain edges any more. In this
cases the focus measure becomes zero and the decision which tile should be taken is ambiguous.
The algorithm was designed to fall back to the lowest tile from the stack, which causes the white
holes in the image (see figure 8.5b). This effect can be reduced by smoothing the the fusion map
with a median filter. In this case a kernel with a size of 9 x 9 pixel was used for the smoothing.
The smoothing decreases the discontinuities at the border of tiles as well (see figure 8.5c). The
downside of the smoothing is that the focus reduced at steep changes in the disk surface (see
figure 8.5d).

Line Fusion

As the image is acquired in lines of 4096 x 1 pixel to use this line as regions is an natural choice.
In this approach the Brenner measure is calculated for every line for all images in the stack.
Then for every line the one with the highest measure is copied into the fused image.
For most parts of the image this approach works very well, but it does not work near cracks. If
the crack is not perfectly radial either the line corresponding to one of the sides of the cracks
is chosen, depending which one occupies the bigger part of the line 8.6. Another problem could
be cases where the disc has a slope in the radial direction, so that the line in one image does
not provide could focus over the whole length. If this method is chosen, a work around for these
regions has to be found.

8.1.4. Pixel Based Fusion

Pixel Fusion

The contrary approach to using regions is to determine the focus for every single pixel. The
approach is basically the same as the tile based fusion but the tiles now have the size of a single
pixel. As focus measure for every single pixel the squared first order difference is calculated.
Then for every pixel the one with the highest measure is copied into the fused image. This
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(a) (b)

(c) (d)

Figure 8.5.: Tile fused images ((a) tile size: 256 x 256 pixel, (b) tile size: 64 x 64 Pixel, (c) tile
size: 256 x 256 pixel, smoothing kernel size: 9 x 9 pixel, (d) tile size: 64 x 64 Pixel,
smoothing kernel size: 9 x 9 pixel
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Figure 8.6.: Detail of the line fused image

approach obviously fails for even regions, which leads to the high amount of white pixels. At
this points the focus measure for all pixels in the stack is zero, therefore the lowest pixel is taken
from the stack (see figure 8.7a).
This method can be somewhat improved by applying a threshold to the focus measure, similar
to the method proposed in [?]. If the maximal focus measure for a given pixel is below the
threshold the average of the pixels of the stack is used (see figure 8.7b). In both cases the
algorithm fails at the plain areas in the image.

(a) No thresholding (b) Threshold = 80

Figure 8.7.: Pixel fused images
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Mask Fusion

Instead of determining the pixel with the highest measure fore every pixel an alternative approach
is to use directly the derivative image as mask for the fusion. The idea is to multiply every image
with its derivative and the add all images. If the pixel has a high derivative the multiplication
increases the value, a low derivative will decrease the pixel value. This should boost the pixel
with good focus. The distribution of the values can afterwards be corrected again through
normalization.

(a) (b)

Figure 8.8.: Map fused images ((a) without dilation of the derivative image, (b) with dilation of
the derivative image, structuring element size: 101 x 101 pixel)

Obviously the even regions are completely lost in this approach, only region with edges remain
in the image (see figure 8.11. Therefore a morphological dilation is applied to the derivative
image to spread out the high derivative points over even regions. The dilation basically works as
maximum filter, were every pixel is set to the maximum of it’s neighbors [41]. Which neighbors
are evaluated for the determination of the maximum, can be controlled by the choice of the
structuring element. In common use are rectangular, elliptical and cross shaped structuring
elements. In this case a rectangular structuring element with a size of 101 x 101 pixel was
used.
In this approach there is no need to identify the pixel with the best focus. But this comes with
the drawback that for every pixel information from all pixel in the stack is mixed in. As the
depth of field of the system is very narrow in comparison to the height variation of the disc, it
can be assumed that most regions can be covered with good focus when only one or maybe two
images from the stack are considered. From that point of view this method is an overkill.

8.1.5. Map Based Fusion

The idea of this approach is to combine the strengths of the previous ones. It should use regions
to preserve even areas but this regions should also adapt to discontinuities in the disc surface
like cracks. Theoretically one could use region segmentation like for example the watershed
algorithm to detect the area between cracks and use these as regions for the image fusion. But
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(a) (b)

Figure 8.9.: Derivative images ((a) squared horizontal derivative, (b) derivative after dilation)

this regions would not consider the loss of focus through the unevenness of the surface caused
by the disk warpage and bulges of the delaminating lacquer. Therefore an approach that is base
on constructing regions from the focus information is chosen.
The basic approach is to calculate the focus measure for each image and then construct a map,
which shows for every pixel the index of the image with best focus. The advantage of using
such a fusion map is that it can be further processed with common image processing methods
to achieve the best compromise between good focus and a smooth fusion.
The processing steps are as follows. At first the focus measure for each image is computed,
here again the horizontal derivative is used for the first evaluation. Afterwards a morphological
dilation is applied to construct focus regions. That means that the narrow lines from the edge
detection are grown with a dilation until both top edges of the groove blend together and the
whole groove area becomes evenly colored. For the dilation a circular structuring element with
21 pixel diameter is used and three rounds of dilation are applied. A circular structuring element
is preferred to a rectangular one, as it introduces less artifacts in the fused image. From the
focus measure images the fusion map can be constructed. It basically contains the index of the
image with best focus for every pixel (see figure 8.10). To get smooth transitions at regions with
abrupt height changes on the surface a median filter is then applied to the fusion map. For the
median filter a rectangular kernel of 101 x 101 pixel is used. The result of the fusion process
can be seen in figure 8.11.
This method yields the best result so far, but still creates a lot of visible artifacts in the fused
image. Furthermore the dilation and the smoothing have a long computation time because of
the big kernel sizes.

8.1.6. Conclusion

After several approaches have been evaluated the most promising approach for the further
development has to chosen. This way the further improvements can be focused one a single
approach.
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Figure 8.10.: Fusion map Figure 8.11.: Map fused image

All simplest approaches, averaging, minimum and maximum image lead to mediocre results
and are therefore not considered for further developments. The line based fusion approach is
relatively efficient but cracks in the image are not handled well. To make this approach usable
a method to identify and fill in the gaps with needs to be found.
The tile based approaches stand out because bigger features are well preserved in the fusion
process. To overcome the issue of visible borders between the tiles a suitable smoothing method
has to be found. One approach could be to use overlapping tiles and to apply a windowing
function before the overlapping areas are added together. Similar approaches are often used in
image stitching processes [?]. Another problem is that the tiles need to be sufficiently small so
that the areas near cracks have a good focus. As already mentioned in section 8.1.3 reducing
the size of the tiles below the groove width can lead to problems. Therefore the handling of
even areas would need to be improved as well.
The fusion map based approach provides the best results so far. It also maintains the focus best
near cracks in the disc. The drawbacks are that the morphological dilation creates artifacts in the
image and that the process is computationally expensive. The efficiency of the algorithm could
be improved by creating the fusion map from downsampled versions of the images. Through
downsampling not only the number of pixels to processed would be reduced also smaller kernels
could be used.
The squared horizontal derivative that is used for edge detection in the fusion map approach
produces very narrow lines. An edge detection algorithm that produces wider edges could
possibly reduce the amount of morphological dilation operations necessary. This could further
reduce the computation time of the fusion process.
Another aspect that needs further investigation is the narrowing of the groove edges when the
focus is lost, mentioned in Section 8.1.2. The high gain setting used in the acquisition cause
blurred regions to be saturated to white, therefore the groove appears narrower if the focus
is lost. To reduce this effect could facilitate the fusion process. Therefore the possibility of
scanning with lower gain setting should be investigated.
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8.2. Improvements of the Map Fusion

8.2.1. Reducing the Camera Gain

The digital camera gain is a multiplication factor that is applied to all pixel values after analog
to digital conversion. The black level is an offset that is added to the pixel values after the
multiplication [27]. Both operations are done in saturation arithmetic, i.e. if a value exceeds
the maximum it is clamped to the maximum and if it exceeds the minimum it is clamped to the
minimum. Figure 8.12 shows the relation between the sensor value, gain, black level and gray
value. Normally these transformations are used to make optimal use of the 8 Bit integer range
of the intensity value, which means that the darkest pixels in the image are 0 and the brightest
are 255.

Gray Value

Sensor Output Signal /%

0 100

255

0

Black Level

Gain

Figure 8.12.: Camera gain and black level

In this case gain and black level are usually set so that the saturation occurs on purpose. With
a small gain setting the scratches and other features on the disc surface would be visible in light
gray. These features could introduce errors in the detection of the groove edge. Therefore the
gain is set so high that these features are saturated to white. As side effect the large gain also
lets the groove sides appear in gray. To compensate the large gain and increase the perceived
contrast of the image again the black level is set to a large negative value. This creates the
typical images with the gaps between the grooves and the groove bottom in white and the
groove sides in dark black.
The downside of the high gain setting is that it causes blurred regions in out of focus images to
disappear. The blurred regions of the groove in light gray are saturated to white, which creates
an artificial edge in the image. These edges can not be easily distinguished from the actual
groove edges, hence they complicate the fusion process. As both gain and black level are applied
in the digital domain, the could as well be applied after fusion of the images.
Several scans of the same section of the John Wolohan disc with different setting were made,
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to determine if scanning with lower camera gain is feasible. Details of the scans can be seen in
figure 8.13. If the gain is lowered to 1024 the groove edges appear blurred when out of foucs,
as expected. The problem is that with the lower gain the groove bottom becomes so dark, that
it is barely visible. This makes it hard to judge the quality of the scan by eye. That can be
important for the person who operates the scanner, to adjust the lighting intensity or exposure
time. A possible work around could be to scan with a lower gain but show the operator a
processed image.
In conclusion the scan could be made with lower gain. However, it would be preferable to have
a fusion method that works with the current settings.

8.2.2. Focus Measure

For the evaluation of the algorithms the horizontal first order difference was used as focus
measure in all cases. It was chosen mainly because it is used in the Brenner focus measure and
the IRENE focus measure, which both provided accurate results in the evaluation (see section
5.4.3). However in this application the focus measure is only needed two determine which image
from the stack should be used for a certain pixel and not to determine the position of the
focus plane accurately, like in autofocusing applications. Therefore a certain loss in precision is
acceptable.
The problem of the first order difference in this application is that it provides very narrow edges.
Consequently the focus region for the fusion map have to be constructed from very few points,
which makes several rounds of morphological dilation necessary. With an edge detection that
provides wider grooves, the number of morphological dilations could probably be reduced and the
construction of the fusion map can be accelerated. Three common edge detection algorithms,
Sobel, Laplacian of Gaussian and morphological gradient are compared with the first order
difference, to see if they provide better results.
The Sobel operator is a widely used edge detection algorithm that basically computes the gradi-
ent of the image. The working principle is explained in section 5.4.3. The Laplacian of Gaussian
operator determines the second order derivative of the image, it is explained in detail in section
??. The morphological gradient, despite it’s name, does not actually compute a gradient of
the image. It is the difference between a morphological dilation and erosion of the image. The
dilation expands bright regions in the image, the erosion shrinks them. The difference between
them basically shows the boundaries between regions in the image.
Figure 8.14 shows the output images of the first order difference, Sobel, Laplacian of Gaussian
and the morphological gradient. If one looks at the images it becomes clear that the Sobel edge
detection and the morphological gradient provide much better results. The downside of these two
algorithms is only that they emphasize the blurred groove at the lower part of the image as well.
As these blurred parts of the groove are darker than the in focus parts, a thresholding operation
was applied to see if these section can be suppressed. The thresholding sets all pixels below a
certain limit to 0, all pixels with a higher gray value remain. Figure 8.15 shows the result of the
thresholding operation. The thresholding can not eliminate the blurred regions after the Sobel
edge detection, as there are a lot of pixels with high gray levels. On the morphological gradient
the thresholding operation works well, the blurred regions disappear completely. Because of
these beneficial properties, the morphological gradient is used in the further development of the
image fusion algorithm.
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(a) (b)

(c) (d)

Figure 8.13.: Comparison of different camera settings ((a) gain: 2047, black level: -2048, (b)
gain: 2047, black level: 0, (c) gain: 1024, black level: 0, (d) gain: 512, black level:
0
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(a) (b)

(c) (d)

Figure 8.14.: Comparison of edge detection algorithms ((a) horizontal first order difference, (b)
Sobel, (c) Laplace, (d) morphological gradient
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8.2.3. Downsampling

To reduce the computational workload of the image fusion the images can be downsampled
to a lower resolution. The images will be downsampled after the edge detection, because the
downsampling could reduce the accuracy of the edge detection.
Downsampling can be done with several interpolation methods to determine the values of the
remaining pixels. The most often used interpolation methods in image processing are nearest
neighbor, bilinear and bicubic interpolation [41]. Nearest neighbor simply assigns the gray
value of the closest pixel in the full sized image to the pixel in the downsampled image. This
approach is computationally inexpensive, but it can create artifacts in the image. The bilinear
interpolation uses the four nearest neighbors to calculate an estimate of the new pixel. The
bicubic interpolation uses the sixteen nearest neighbors for the estimate. As the image after the
edge detection is relatively sparse, the choice of the interpolation method is critical. However,
there is no need to preserve the detail of the groove. The bright pixels remaining after the
downsampling will be used more like seed points for the construction of the focus regions via
dilation later. Therefore a certain loss of information is acceptable. Figure 8.16 shows the same
image downsampled by factor 4 with nearest neighbor, bilinear and bicubic interpolation.
With the nearest neighbor interpolation parts of the groove edge are lost resulting in a unsteady
dashed line. The bilinear interpolation preserves the edges much better. From the bilinear to the
bicubic interpolation the improvement is small. From this comparison the bilinear interpolation
seems to be the best compromise between image quality and computational efficiency. Therefore
it is the interpolation method of choice for the further development.

8.2.4. Construction of the Focus Map

From the downsampled edge detection images focus regions need to be constructed. From the
focus regions of every image the fusion map is the compiled. There are several parameters
which influence the construction of the focus region and the focus map. These factors do not
only influence the quality of the output image, they also affect the efficiency of the fusion. As
the fusion algorithm should work on stacks of 5 to 35 800 MB images a middle ground between
image quality and computational burden has to be found. As often in image processing there is
no straight forward way to determine the values for each parameter. Different values for each
parameters need to be tried out, in a trial-and-error way to find a combination that produces
good results. The following sections give an overview over the parameters and how they influence
image quality and efficiency of the algorithm:
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(a) (b)

(c) (d)

(e)

Figure 8.17.: Processing steps of the image fusion ((a) image from the stack, (b) edge detection,
(c) focus regions, (d) fusion map, (e) fused image
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Downsampling Rate

The downsampling rate is ratio between the size of the image and the downsampled version,
e.g. a downsampling rate of 4 means that the downsampled image is 4 times smaller that the
original. It sets the lower boundary for the level of detail in the focus map. On the other hand
With a higher rate the images containing the focus regions and the focus map become smaller,
that means the RAM usage is lower. Also can the focus regions be constructed with a smaller
dilation kernel and fewer steps, i.e. the computation time is lower.
Powers of 2 between 2 and 64 have been tried as downsampling rate, the optimum seems to be
around 4. As it is not possible to get good results with the same structuring element size, the
size has to be adapted the downsampling rate. With a rate of 2 the dilation kernel still needs
to be rather large, with a rate of 8 or higher some detail in areas around cracks get lost. Figure
8.18 shows the output for a downsampling rate of 2, 4 and 8. A round structuring element was
used in all cases.

(a) (b) (c)

Figure 8.18.: Image fusion results with different downsampling rates ((a) downsampling rate: 2,
structuring element diameter 21 , (b) downsampling rate: 4, structuring element
diameter 11, (c) downsampling rate: 8, structuring element diameter 7

Size of the Structuring Element

The size of the structuring element influences the level of detail of the focus map as well. With a
smaller element the border of the focus region will be more detailed. But with a larger element
the focus region can be grown faster, in fewer dilation rounds. For a downsampling factor of 4
a structuring element of about 11 seems to work best. With smaller sizes the focus regions do
not cover the whole groove area, with bigger sizes more information around cracks gets lost (see
figure 8.19).
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(a) (b) (c)

Figure 8.19.: Image fusion results with different sizes of the structuring element ((a) 7 x 7 pixel
, (b) 11 x 11 pixel (c) 15 x 15 pixel

Number of Dilation Rounds

The dilation can be applied to the image several times. Although it is less efficient to apply
several rounds with small kernel, it leads to better results regarding preservation of image details.
Using a smaller kernel and several rounds produces the better results in cracked regions. Image
8.20 shows the fusion result for different number of dilation rounds with different kernel sizes.
Currently 3 dilation rounds are used.

(a) (b) (c)

Figure 8.20.: Image fusion results with different number of dilation rounds ((a) 1 round, SE size
33 x 33 pixel (b) 3 rounds, SE size 11 x 11 pixel, (c) 6 round, SE size 5 x 5 pixel

Shape of the Structuring Element

The shape of the structuring element influences the shape of the focus regions. Rectangular
shaped structuring elements will create straight lines at the border of the focus region, elliptical
ones will create rounded borders. Rectangular structuring elements have found to introduce
visible artifacts in the image, therefore elliptical ones are preferred. Elements with an aspect
ratio of about 2:1 (width:height) lead to better result around cracks. The reason becomes clear
when one looks at the edge detection images (see 8.14. With these kernels the focus region grows
faster horizontal direction that vertically. These causes the edges of the groove to merge to one
focus region, but the region does not grow over horizontal cracks. If the kernel height is set to
the focus region becomes holes, which appear as small white spots in the finial image.
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(a) (b) (c)

Figure 8.21.: Image fusion results with different aspect ratios of the structuring element ((a) 11
x 11 pixel (b) 11 x 7 pixel, (c) 11 x 3 pixel

Smoothing of the Focus Map

After the construction of the focus map, the map is smoothed to avoid artifacts in the fuse
image. If the map is fused to much, small details at the border of focus regions could be lost.
In contrary smoothing with a big kernel will increase the computation time.
The following upsampling steps inherently smooths the image, through the interpolation of
missing values. Hence the map is fused with a small kernel before the upsampling step. Currently
a 9 x 9 pixel flat kernel is used.

(a) (b)

Figure 8.22.: Image fusion results with smoothing of the focus map ((a) no smoothing (b) 3 x 3
flat kernel

Linear combination of Pixels

TODO
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Conclusion

Obviously there are just to many combinations of parameters to test all possible values. There-
fore the approach is to fine tune one after the other to achieve the best possible result. Figure
?? shows the output of the fusion algorithm in comparison with the mock-up created in gimp.
No artifacts from the fusion process are visible in the image. The fused image provides good
focus in the cracked area, although some detail is lost due to the smoothing of the focus map.
However this is tolerable because the small blurred area around the crack bears very little sound
information

8.3. Summary
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(a) (b)

Figure 8.15.: Focus measures after thresholding ((a) Sobel, (b) morphological gradient
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(a) (b)

(c)

Figure 8.16.: Comparison of interpolation methods for downsampling ((a) nearest neighbor, (b)
bilinear, (c) bicubic
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9.1. Adaptation for Large Images

Processing Flow

For the evaluation the algorithm is implemented so, that the whole focus stack is loaded at the
beginning of the process. As the test images are relatively small, this is no problem. When it
comes to processing the full sized scans, this is not possible because the RAM of the PCs used
to run RENE is just to small. Therefore the processing flow has to be adapted.
The computer used to run RENE at the moment usually run Windows 7 and have either 8 GB
or 16 GB RAM. Usually the operating system needs about 2 GB in normal operation. That
leaves 6 GB for the processing of the images. The maximum size of the focus stack is assumed
to be about 40 images, which is about the size that was necessary to scan the John Wolohan
disc. If a 33 rpm disc is scanned one image has a file size of about 800 MB. That means up to 32
GB of data for a single rotation, obviously it is not possible to keep all these images in the RAM
during the whole fusion process. That means the algorithm has to be implemented in such a
way, that only several images are in the RAM at the time. The other way would be to run to
process the images in parts, but that would also mean that methods to ensure smooth transition
between these subimages would have to be found. Therefore it seems easier to implement the
algorithm so, that the images from the stack are processed sequentially.
For the first processing step, the construction of the focus regions, this adaption is fairly easy.
Instead off loading all images at the beginning, the images will be loaded only when they are
needed for the construction of the fusion map. After the construction of the focus regions the
focus measure values are compared against the current maximum values. Only the new values
higher than the current maxima are kept and the corresponding pixels in the fusion map are
updated to the index of the processed image. This implementation saves memory, because the
original image and the focus regions can be released after each pass. Only the fusion map
remains in the RAM during the fusion process.
After the construction of the fusion map, the actual merging of the images takes place. In the
first version of the algorithm the merging consisted mainly of loop over the whole image in which
each pixel is copied from the focus stack into the fused image according to the fusion map. As
the whole stack can not be kept in RAM, this approach is not feasible anymore. Instead one
image is loaded at the time. Then a mask is constructed from the fusion map, which shows all
pixels that need to be copied. The mask is the applied to the image and the result can be added
to the fused image.
Figure 9.1 shows the new process flow. The downside of this architecture is that every image
has to be loaded twice from the disc, which is currently the main bottleneck.
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Fusion map

i = 0

i++

[i < #images]

Load image

Edge detection

Downsampling

Morphological dilation

Determine max indices

[else]

(a)

i = 0

Fusion map

i++

Load image

Mask focused regions

Add image

Fused image

[else]

[i < #images]

(b)

Figure 9.1.: Flow chart for the creation of the synthetic depth of field image from the fusion
map

Memory Management

C# provides a sophisticated garbage collection mechanism, that means all objects that are no
longer used are automatically collected and the occupied memory is released [58]. However, the
time which this collection happens is not predictable. This is a problem in the fusion process,
because it is not guaranteed that an image is actually released from the memory when it is no
longer needed. One image can be between 300 MB to 800 MB, which means that the system
RAM of 8 GB or 16 GB can be filled up relatively fast if the garbage collector can not keep up
with reclaiming memory. With the first implementation of the fusion algorithm such an overflow
of the RAM is observed several times. In this cases the RAM is not actually fully occupied,
but the garbage collector has no free memory at hand. That means the garbage collector needs
to run every time before a new object can be allocated, which slows down the whole process
massively. To solve this problem a deeper look into the memory management mechanisms of
C# is necessary.
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One important aspect of the garbage collector is that objects that need finalization, i.e. all
object that have a destructor, are not reclaimed in one step. If the GC encounters such an
object it adds it to a finalization queue, which is then worked of by a dedicated thread. The
finalized object will then be collected in the next run of the garbage collector.
This process can be accelerated by using the textttIDisposable interface, which is implemented
by the EMGU CV image objects [59, 60]. Calling the Dispose method of an object invokes it’s
destructor. Consequently it can be reclaimed by the GC directly without going through the
finalization queue.
Calling the Dispose function of every image, when it is no longer need decreases the memory
usage dramatically, as can be seen from the memory utilization graph ??. This speeds up the
garbage collection, but the release of memory is still nondeterministic.
TODO: add memory utilization graphs

Parallelization

In current processing flow as it can be seen in figure 9.1, only one image is processed at a time.
The processing of a stack of 33 images takes about 10 min. This is a rather long processing time
compared to the actual tracking and audio extraction which takes only about 1 min. Therefore
the possibilities of speeding up the fusion process through parallelization are investigated.
In the first step of the fusion process the fusion map is constructed from each image. This
step can easily be parallelized, by using the ParallelFor feature of C# [61]. This feature
automatically creates threads to execute the for loop in parallel (see listing ??). To keep the
memory usage on a reasonable level, the number of parallel threads is restricted to four by setting
the MaximumConcurrencyLevel option , which also corresponds to the number of physical CPU
cores. The arrays containing the maximum values and the corresponding indices are shared
between all threads. Therefore a lock needs to be added to make the update of these arrays
thread safe.
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1 // Construct focus region for all images
2 int dsFactor = 4;
3 Image <Gray , byte > maxVals =
4 new Image <Gray , byte >( dsCols , dsRows , new Gray (0.0));
5 Image <Gray , byte > maxIndices =
6 new Image <Gray , byte >( dsCols , dsRows , new Gray (0.0));
7

8 Parallel .For (0,
9 nImages ,

10 new ParallelOptions { MaxDegreeOfParallelism = 4 },
11 i =>
12 {
13

14 Image <Gray , byte > focusRegion =
15 CreateFocusRegion ( imageNames [i], dsFactor );
16 Image <Gray , byte > mask = new Image <Gray , byte >( dsCols , dsRows );
17 CvInvoke .cvCmp( focusRegion .Ptr , maxVals .Ptr ,
18 mask.Ptr , CMP_TYPE . CV_CMP_GT );
19

20 // Update maximum values
21 lock ( maxIndices )
22 {
23 CvInvoke . cvCopy ( focusRegion .Ptr , maxVals .Ptr , mask.Ptr);
24 CvInvoke .cvSet( maxIndices .Ptr , new MCvScalar (( double )i),
25 mask.Ptr);
26 }
27

28 mask. Dispose ();
29 focusRegion . Dispose ();
30

31 });

Listing 9.1: Parellization of the focus region creation

The second step of the fusion process is to load each image from the stack, mask the in fo-
cus pixels and add them to fused image. This can be parallized in the same manner using a
ParallelFor loop. In this step very little processing of the individual images is done, therefore
it is questionable if the parallelization brings an actual speed up. To find out which version is
preferable, both implementations are profiled.
The runtime for the whole algorithm decreases only very slightly from 10 min 33 s to 10 min 29
s through the parallelization. If one looks at each steps separately the picture is different. The
first steps is shortened through the parallelization from 5 min 54 s to 4 min 0 s. That means
that the processing time is reduced by 31%. In contrary the processing time of the second part
is increased from 4 min 39 s to 6 min 30 s. The reason for this becomes clear with a closer look
at the profiling data from the single threaded variant (see figure 9.2). The profiling was done
on a PC with a Intel Xeon X5472 CPU with 3.0 GHz clock speed and 16 GB RAM running
Windows 7 Professional SP1, 64 Bit. The images are stored on a Western Digital WDC40EFRX
4 TB hard drive which is connected to a SATA revision 1.0 interface, which both have a maximal
transfer rate of 150 MB/s.
For the first processing step the loading of the image needs 57% of the processing time, for the
second part 74%. The time needed to load the image is mainly given by the transfer rate of the
hard disc, which can only be accessed by one thread at at time. If several threads try to access
the hard disc at the same time all except one are blocked and they have to wait for their turn
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to load the image. Therefore the parallelization only makes sense for the first part of the fusion
process, which needs a higher portion of the run time for actual processing of the image.
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Processing step Serial execution Parallel execution
1 5 min 54 s 4 min 0 s
2 4 min 39 s 6 min 30 s
Total 10 min 33 s 10 min 29 s

Table 9.1.: Execution times of the serial and parallel variants of the image fusion algorithm

(a) Part 1
(b) Part 2

Figure 9.2.: Profiling results for the serial variant of the image fusion algorithm
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9.2. Integration in RENE

The image fusion process was implemented in a single class, named ImageFuser, which is added
to the RENE code. Depending on which tracking mode is used in RENE, the data flow can vary
substantially. The majority of tracking methods is implemented simply in functions which take
the image array as parameters. Therefore the image fusion step can just be added between the
loading of the image and the tracking. To allow the user to chose between focus stacking and
normal operation a new check box was added to the GUI (see figure 9.3).

Figure 9.3.: Screenshot of the new RENE user interface

The Broken Track method is the exception, it is implemented as class with the image loading as
member function. As there is no way to pass an image to this class, a new track handler class
has to be developed which allows the usage of the Broken Track method together with the focus
stacking. The new class inherits all functionalities from the BrokenTrackHandler, except the
image loading function. The new image loading function creates an ImageFusion object and
runs the fusion process. The architecture of the new FusionTrackHandler class can be seen in
figure 9.4.

9.3. Summary

Several steps are necessary to adapt the fusion algorithm for processing full sized images of 300
MB to 800 MB. The processing flow is adapted to reduce the RAM usage. In addition the
memory management needed to be improved. After these refactoring steps the algorithm is
integrated in the RENE software.
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<<interface>>
IEnumerable

Track

BrokenTrack FusionTrackHandler

BrokenTrackHandler

AbstractTrackHandler

Merge

MainWindow FullImg

<<uses>>

<<writes>>

0..* 1

0..1

1

1 1

Figure 9.4.: Class diagram of the tracking algorithm

88



Part IV.

Tests and Conclusion

89





10. Tests and Verification

10.1. Disc in Good Condition

This test was made to find out if the fusion process affects the audio quality or if it introduces
artifacts in the extracted signals. A disc in good condition is scanned with the tracking and the
focus stacking method and the extracted audio is then compared. As the disc does not contain
any cracks, the standard tracking methods can be used. This test should provide an indication
how well the fusion algorithm handles the warpage of a disc. As test object the MC-101-3 disc,
which was already used for the focus experiment, is chosen as test object.

10.1.1. Disc Warpage

The first step is to determine the radius of the disc with the highest warpage. Therefore the
warpage of the disc is determined at 3 positions, the outermost, the middle and the innermost
part of the groove. Table 10.1 shows the measurement results. The warpage is clearly highest
at the outermost radius of the groove, thus this part of the disc is used for the test (figure 10.1
shows the height profile for this part). A scan containing two revolutions from 119 mm to 117
mm is used for this test. The first revolution consist to one half of the silent lead in groove, the
second revolution is fully occupied with music.

Radius Warpage
119 mm 124 µm
89 mm 103 µm
59 mm 37 µm

Table 10.1.: Warpage of the MC-101-3 lacquer disc at different radii

10.1.2. Visual Comparison

To check if there are artifacts in the fused image it is inspected visually and compared against
the scan done with the tracking method.
The first overall impression is that the fused image provides more detail. As it can be seen in
figure 10.2 the fused image provides a good focus for the groove top and bottom, were as on the
image made with the tracking method the groove top is slightly blurred.
At some points in the fused image visible artifacts occur at the groove top or bottom. The
artifacts at the groove bottom are visible as sudden changes in the width of the groove bottom
(see figure 10.3). The artifacts at the groove bottom appear as bits of the groove top missing
(see figure 10.4). Telling from the look of the artifacts it looks like they are produced through
small changes in the fusion map. Thus a small area is filled with pixels from another image from
the stack. These patches could may be lessened by reducing the granularity of the fusion map,
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Figure 10.1.: Height profile of the MC-101-3 lacquer disc at radius 119 mm

(a) Focus stacking method (b) Tracking method

Figure 10.2.: Comparison of an image made with the focus stacking method against one made
with the tracking method
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through a higher downsampling factor, bigger structuring elements in the dilation or smoothing
with a bigger kernel. But this would probably also have a negative impact on areas around
cracks. The artifacts are relatively small, but they could still introduce errors in the audio.

10.1.3. Audio Comparison

The audio extracted from the second scanning revolution is compared, the section is about 8
seconds long. Although both scans are made a the same radius, there can still be a slight offset
between the two tracks. Therefore a crosscorelation of the first 100’000 samples is made to
determine the offset between the signals and align the tracks.
Figure 10.5 shows the waveform for both tracks. If the signals are compared directly, the
differences seems rather small. However, a relatively big error remains if the difference between
both signals is calculated (see figure 10.6). The fact that the error seems not to change in parallel
to the signal amplitude indicates that it could be mainly noise. In the frequency domain the
difference is better visible. The spectrum from the focus stacking signal is about 1 dB lower in
the low frequency part up to 100 Hz but about the same amount higher in the high frequency
part above 4 kHz 10.7. As the difference is lower than the just-noticable difference of 1 dB for
the whole frequency range, it can be assumed that the difference is not audible even for a trained
ear. The spectra are calculated by averaging FFTs with a block size of 8192 samples with the
same tools as explained in section 5.2.

Periodic Artifacts

To see if the error signal contains any periodic artifacts, it’s spectrum is calculated. The idea
behind is that if the fusion process creates artifacts in the image, they might show at certain
frequencies. For example the downsampling rate of 4 could create a pattern at about quarter
of the sampling frequency, i.e. 55 kHz. Figure 10.8 shows the spectrum of the error signal.
Interestingly increases the spectrum with the frequency, with a maximum at about 4 kHz. The
reason for that is not clear.
Another approach to search for artifacts introduced through the fusion process is too look at
the audio extracted from the lead in groove of the disc. As already mentioned in section 5.2,
does the lead in groove contain no audio. The groove at this section appears fully straight in the
image, which means that the extracted audio contains only noise. If the fusion process creates
periodic artifacts it is likely that they show up in this part, because they would not be covered
by the audio signal. Obviously can two section containing only noise not be aligned with a
crosscorelation. Therefore the first 100’000 samples after the start of the music part are used to
align the signals.
Figures 10.9 and 10.10 show the signals waveforms and the difference signals for both methods.
In this comparison the focus stacking signal appears to contains more noise that the one extracted
from the tracking scan. This is confirmed by the spectra of booth signals. The spectrum of the
focus stacking signal is higher over the whole range and it contains especially more noise in the
middle frequencies (see figure 10.11). However there is no significant peak in the spectrum which
would indicate a periodic artifact. The spectra of the difference signal again increase over the
frequency range, similar to the previous test (see figure 10.12).
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(a) Focus stacked image (b) Tracking image

(c) Image 2/6 from the focus stack (d) Image 4/6 from the focus stack

Figure 10.3.: Artifacts at the groove bottom
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(a) Focus stacked image (b) Tracking image

(c) Image 3/6 from the focus stack (d) Image 4/6 from the focus stack

Figure 10.4.: Artifacts at the groove top
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Figure 10.5.: Comparison of the signal extracted with the focus stacking and tracking method

Figure 10.6.: Difference between the audio extracted with the tracking and the fusion method
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Figure 10.7.: Comparison of the spectra of the signal extracted with the focus stacking and
tracking method

Figure 10.8.: Spectrum of the difference signal from the audio extracted with the tracking and
the fusion method

97



10. Tests and Verification

Figure 10.9.: Comparison of the signal extracted from the lead in groove with the focus stacking
and tracking method

Figure 10.10.: Difference between the audio extracted from the lead in groove with the tracking
and the fusion method
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Figure 10.11.: Comparison of the spectra of the signal extracted from the lead in groove with
the focus stacking and tracking method

Figure 10.12.: Spectrum of the difference signal from the audio extracted from the lead in groove
with the tracking and the fusion method
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10.1.4. Delaminating Disc

This test is made to see how the new method compares to the tracking method when it comes
to cracks in delaminating lacquer disc. As test object the John Wolohan disc is used, which
was already used for the test image. The disc shows the delamination that is typical on lacquer
discs. For the test the innermost section is scannend, because it shows the most damage from
delamination.

10.1.5. Visual Comparison

As first step the scans are compared visually.

(a) Tracking (b) Focus stacking

(c) Tracking (d) Focus stacking

Figure 10.13.: Comparison of areas around cracks from the tracking and the focus stacking
method
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10.1.6. Audio Extraction

In the first attempt to extract audio, the BrokenTrack method is used, to see if the automatic
relinking of the track can be used on this record. However tracking of the grooves with this
method is not possible. The method has several parameters that can be adjusted, but even after
several runs with different setting not tracking is possible. The problem is that the method
applies a binary threshold to the image, before the tracking. The John Wolohan disc has a very
fine
Two sections of the disc are scanned. The outermost part which is more ore less intact and
contains only two cracks and the innermost part of the disc which shows severe damages through
delimination. For comparison the scans are made with the tracking and the focus stacking
method.
The scan of the outermost part provides a reference point for how the audio of the delaminated
part would sound like, if the focus over the cracks can be maintained and the tracks are relinked
well. Figure 10.14 shows the spectra for both acquisition methods. The spectra look very similar,
except that the focus stacking method produces more high freqcuency content. Judging from
the hearing impresion this seems to be mainly noise.

Figure 10.14.: Comparison of the spectra from the audio extracted from the outside part of the
John Wolohan disc

In the second step the innermost part of the disc is scanned. The intention of this test is to
determine if the loss of focus at the cracks is visible in the spectrum. The loss of focus in the
areas around cracks means that small details get lost, which could create a attenuation effect
similar to a low pass filter. The blurred regions are usually rather small, that means that this
effect is probably only detectable on sections with a high number of cracks. The innermost part
of the John Wolohan disc is used for this test, because it contains a high number of cracks. They
can be clearly seen as sudden changes in the height profile (see figure 10.15). If there is no such
effect, the spectra should similar to the one from the outside of the disc.
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Figure 10.15.: Height profile of the innermost section of the John Wolohan disc

Figure 10.16.: Comparison of the spectra from the audio extracted from the inside part of the
John Wolohan disc
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The spectrum of the audio extracted from the tracking scan shows an attenuation above 2 kHz.
This indicates that

10.2. Summary
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11.1. Conclusion

11.1.1. Image acquisition

Acquisition system is successfully upgraded
Depth of field of the current optical system determined. The result coincides with the theoretical
estimation. The reason why the RMS is not symmetrical around the best focus point has
to be found? Maybe the focus point is not optimal (the focusing method should be further
investigated). Or maybe the focus is influenced by the fact that the groove bottom is about 70
um apart from the top has an influence. At the moment it is unclear what is actually focused
groove top or bottom.
The acquisition system works but the size of the focus stack is high, that leads to long scanning
times and a lot of data. It would be worth while investigating if the depth of field of the system
can be enlarged through changes in the optical system. Adapting the camera trajectory to
reduce the number of scans could also be a solution. However the the approximation must be
made in a way, so that no information about the cracked regions is lost.

11.1.2. Image fusion

The current algorithm delivers good results. Some artifacts are still present in the fused image.
Therefore there is still a lot of room for optimization. The runtime could be reduced through
parallelization or GPGPU utilization. A good number of approaches have been evaulated, but
the evaulation covered only spatial domain methods. Because the current algorithm has already
some complexity wavelet methods might be worth while investigating
The image fusion algorithm is integrated in the RENE software for audio extraction. However
currently the algorithms use completly different interfaces. For example is at not possible to
use the relinking Methods from BrokenTrack but the Fourier method for tracking. It would
be desirable to have standartized interfaces between the processing steps, so that the tracking
methods could be converted to interchangable methods. That would allow to swap out processing
steps, so that the best suited method for the current disc can be found more quickly.
The algorithm delivers good image quality around cracked regions. However the relinking
method is missing at the moment. Fischers method fails for a lot of discs, because it uses
a global threshold. It should be investigated if local thresholding method could increase the
robustness.

11.2. Further Work

The investigation of the noise RMS vs. Z-offset showed that a higher uncertainty of the groove
edge position creates a lof of noise in the audio extraction. Currently the determined groove
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edge position is directly used for the audio extraction. With prediction filtering technicques like
Kalman filtering the audio extraction could may be improved.
* Use Kalman filters to improve the audio extraction on blurred edges
* Try to apply compressed sampling to the focus problem
* Use lenses with ultrasonic motors to speed up the acquisition
* From the focus information depth information can be derived (depth from focus) which could
be used to improve the audio extraction
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Glossary

FFT Fast Fourier Transform. An algorithm to compute the discrete Fourier
transform of a signal, used for spectral anlysis [?].

InES Institute of Embedded Systems at the ZHAW.

IRENE Image, Reconstruct, Erase Noise, Etc. The name of the sound restoration
project at the LBNL using an optical scanner.

IRENE 2D Name of the scanning system for disc recordings using a 2D camera in the
IRENE project.

IRENE 3D Name of the scanning system for cylinder recordings using a 3D probe in
the IRENE project.

JND Just-Noticable Difference. The minimal increase in amplitude of an audio
signal that can be perceived by humans [36].

LBNL Lawrence Berkeley National Laboratory

PRISM Name of the software used for audio extraction from 3D scans in the
IRENE project.

RENE Name of the software used for audio extraction from 2D scans in the
IRENE project.

ZHAW Zurich University of Applied Sciences
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